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Results of epidemiologic research can be misinterpreted because of imprecision in the measurement of the factors, or variables, involved. Latent variable modeling is a useful technique for avoiding such misinterpretations.

An important function of epidemiologic research is to investigate the factors influencing the occurrence of disease. For example, one might study the effect of blood pressure on the risk of coronary heart disease, the effect of diet on the risk of breast cancer, or the effect of alcohol on the risk of liver disease. Results of such studies are essential for planning disease prevention strategies.

However, the results of such research are often misinterpreted because of imprecision in the measurement or estimation of the factors, or variables, involved. For example, results of a population survey might be analyzed to determine whether heavy alcohol consumption increases the probability of developing liver cirrhosis. The predictor variable, in this case the level of alcohol consumption, is subject to measurement error, because survey respondents may underreport their level of drinking.

A similar problem might arise when attempting to measure alcohol dependence (alcoholism). This variable cannot be observed directly, but must be estimated through observation of related variables. These might include any number of diagnostic criteria for alcoholism, such as giving up important activities in favor of drinking (see below).

In the above examples, the “true” value of the predictor variable is said to be latent, or hidden. The problem of latent variables may occur when a given variable cannot be observed directly, or contains measurement error. If latent variables are not carefully dealt with, they can distort conclusions from epidemiologic studies. Latent variable modeling is emerging as a useful technique for avoiding such distortions.

Important contributions to latent variable modeling have come out of the behavioral and social sciences, and such techniques are just beginning to be appreciated in epidemiologic and clinical studies (see, for example, Breslow 1988). Special uses of latent variable modeling are now emerging in fields as diverse as exposure assessment in air pollution epidemiology (Tosteson et al. 1989), nutritional epidemiology (Plummer and Clayton in press), developmental toxicity studies in laboratory animals (Catalano and Ryan 1992), and twin studies of alcoholism, depression, and phobias (Kendler et al. 1992a,b,c).

This article discusses some uses of latent variable modeling in alcohol epidemiology. Problems associated with measurement error will be illustrated using computer-simulated data. Examples demonstrate how latent variable modeling can be used to represent indirectly observed variables. Examples of latent variable modeling for alcohol abuse and dependence will be discussed in detail using data from the Alcohol Supplement of the 1988 National Health Interview Survey (NHIS88; Massey et al. 1979).

AN ILLUSTRATION OF THE EFFECTS OF MEASUREMENT ERROR

Measurement error may affect the results of studies that attempt to identify the risk factors for a disease. For example, such a study might be testing the hypothesis that high blood pressure increases the risk for coronary heart disease (CHD). Blood pressure in humans varies throughout the...
day and from day to day. Therefore, a given blood pressure measurement reflects just one point in time, and thereby contains measurement error. The true risk factor for CHD is the long-term average blood pressure; this is the latent variable in the following example.

To illustrate the effect of measurement error, a computer was used to generate simulated blood pressure data corresponding to a random sample of 10,000 people. Two variables representing blood pressure were generated, one containing no measurement error and one containing measurement error corresponding to a reliability of 0.67. The reliability of a variable describes the precision with which the variable is measured. Reliability values range from 0.0 to 1.0, with higher values representing greater precision. A reliability of 0.67 was chosen for this illustration, because it is typical of variables in many epidemiologic studies (see Stefanski and Carroll 1985; Willet et al. 1985).

Figure 1 shows two sets of points from the computer-simulated data. The filled circles represent the proportion of subjects who have CHD for given values of blood pressure measured without error (latent variable). The unfilled circles represent the proportion of subjects who have CHD for given values of blood pressure measured with error (observed variable). The observed values in figure 1 produce a flatter curve than do the true (latent) values; this represents a weakening of the apparent relationship between blood pressure and CHD. Thus, the risk for CHD in this simulation is grossly underestimated for individuals with high observed blood pressure. This is because some of the individuals with high observed blood pressure actually have lower true blood pressure, for which the risk of CHD is lower. In addition, the risk for CHD is slightly overestimated for individuals with low observed blood pressure, because some of these individuals have higher true blood pressure.

The amount of attenuation, or weakening, of the relationship seen in figure 1 depends on the reliability of the predictor variable (blood pressure): the lower the reliability, the greater the attenuation. However, measurement error does not always give rise to attenuation, but may inflate relationships when there is more than one predictor. For example, measurement error in one predictor may give rise to overestimation of the effect of a second predictor (Fuller 1991).

There are two types of measurement error—random error and systematic error. By definition, a random error is equally likely to add to or subtract from the true value. A systematic error is one that is more likely to either add to or subtract from the true value.

Blood pressure measurement is subject to random error. Recorded blood pressure may be either higher or lower than true average blood pressure because of day-to-day variation and because of random errors in the measuring instrument. True blood pressure is the latent variable in this case, and can be approximated by the long-term average of several followup blood pressure measurements (see MacMahon et al. 1990).

Examples of systematic error can be found in studies of the hypotheses that saturated fat intake influences the risk for breast cancer, and that alcohol consumption increases the risk for liver disease. Systematic error in these studies occurs when subjects who eat or drink heavily underreport, respectively, their dietary intake or alcohol consumption.

Systematic measurement error is handled by collecting additional information from a validation sample taken from the main study. For example, in the Nurses' Health Study (Rosner et al. 1989), a self-administered food frequency questionnaire was used to measure dietary fat intake in 89,538 women. Of these women, 173 were also asked to weigh and record their food intake for four 1-week periods at 3-month intervals over 1 year. When such data are available, the relationship between the two measures can be determined. This relationship was used to estimate the actual dietary fat intake from the food frequency questionnaire for subjects in the main study. Similar modeling
is described in Tosteson and colleagues (1989) and Carroll and Stefanski (1990).

**Multiple Indicators of Latent Variables**

Latent variable modeling can be used in any situation where variables of interest are not directly observed, including situations where the variable must be estimated from a number of related variables (indicators). (For a classic reference, see Lord and Novick 1968.) The following examples include latent variable models with multiple indicators.

Consider a set of diagnostic criteria for measuring alcohol dependence, such as those formulated for the International Classification of Diseases, 10th revision (ICD–10; World Health Organization 1992), the *Diagnostic and Statistical Manual of Mental Disorders, Third Edition, Revised* (DSM–III–R; American Psychiatric Association 1987), or the diagnostic options proposed for the fourth edition of the *Diagnostic and Statistical Manual of Mental Disorders* (DSM–IV; American Psychiatric Association 1992).

In the following example, these criteria are the multiple indicators, and alcohol dependence is the unobserved latent variable, the status of which we want to infer from the status of the criteria. In order to formulate a trustworthy statistical model of how well the indicators measure the latent variable, it is necessary to translate theory into a statistical measurement model and then test how well the statistical model fits the observed data.

Such a statistical measurement model could, for example, draw on Edwards’ (1986) conceptual model of the alcohol dependence syndrome, traditionally designated “alcoholism.” The following discussion adapts Edwards’ concepts to our illustration. According to Edwards, the syndrome “occurs with graded intensity”—that is, the manifestations of alcoholism can be ranked according to increasing severity. Thus, there is a single underlying continuum, or dimension, along which alcohol dependence becomes more severe. The syndrome may be recognized by the clustering of certain “elements.” These elements can be interpreted here to represent the diagnostic criteria. Not all of the criteria need be present, or present in the same degree, to establish the diagnosis. However, the syndrome tends to manifest itself with greater clarity as the criteria that are present increase in number and severity.

Edwards’ concept of a single underlying dimension along which alcohol dependence becomes more severe is reflected in the DSM–III–R definition of alcohol dependence, which requires that at least three out of nine diagnostic criteria be fulfilled. This notion is also incorporated into DSM–III–R and DSM–IV, where severity modifiers of “mild,” “moderate,” and “severe” are applied to diagnoses of alcohol dependence, based on the number of criteria fulfilled.

One possible statistical translation of this theory is shown in figure 2. The horizontal axis represents the continuous variable of alcohol dependence, which corresponds to Edwards’ “graded intensity.” This is a latent variable, and cannot be measured directly. The bell-shaped curve below the horizontal axis represents the distribution of the population along this axis. In general, the far left tail of the curve represents abSTainers, the middle of the curve represents people who use alcohol to a lesser or greater extent, and the far right tail represents people who may be considered alcohol dependent.

The indicators of the latent variable are the diagnostic criteria. The four curves above the horizontal axis in figure 2 represent four such criteria. The figure shows that the probability of a diagnostic criterion being fulfilled increases with increasing intensity. For an intensity value in the left tail or at the center of the population distribution, the probability of a person fulfilling any criterion is very low. For values in the right tail, the probability of fulfilling all criteria is very high. This reflects Edwards’ concept of clustering of elements, as well as his notion that the alcohol dependence syndrome shows increasing clarity with mounting intensity of alcohol dependence. The figure shows that even at a high value of the latent intensity variable, not all criteria are necessarily fulfilled. Subjects with a latent variable value at the dotted line would have a probability of less than 0.5 (50 percent) of fulfilling two of the four criteria. The fact that some criteria are not fulfilled at high intensity values may reflect pure measurement error (such as individual misunderstandings in the interview), recording errors, or idiosyncrasies of individual alcohol problems.

The criteria act as indicators of the latent variable in that the value of the latent variable is likely to be high as more criteria are fulfilled. Generally speaking, the measurement of the latent variable is improved when more criteria are used and when the relationship between each criterion and the latent variable is strong. The strength of the relationship can be described from figure 2—the steeper the curve, the stronger the relationship. Analysis of such relationships is the topic of factor analysis, a statistical technique frequently used in psychological studies and proposed for psychiatric epidemiology (Duncan-Jones et al. 1986).
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**Figure 2** Computer-generated model illustrating the use of multiple indicators for estimating a latent variable. The horizontal axis represents the continuous variable of alcohol dependence. Below is the distribution of the hypothetical population for that variable. It is a latent variable, and cannot be measured directly. The indicators of the latent variable are the diagnostic criteria, four of which are shown.
**Misclassification Errors in Diagnosis**

Latent variable models such as the one just described can be used to study misclassification errors in diagnosis. A similar method is often used to evaluate medical tests. This is illustrated below using computer-simulated data representing 10,000 subjects generated according to a model such as the one illustrated in figure 2. Each subject has a latent variable value and a score of 0 or 1 on each of 11 criteria. Zero means that the criterion is not fulfilled, and 1 means that it is fulfilled. Although the data are artificial, the parameters determining the relationships between the criteria and the latent variable have been given realistic values. These values were obtained from a study of the Alcohol Supplement of the NHIS88, sponsored by the National Institute on Alcohol Abuse and Alcoholism (NIAAA; Muthén et al. in press). A more detailed simulation study was carried out by Muthén (in submission).

In one option proposed for DSM-IV, a diagnosis of alcohol dependence is made if at least 4 of 11 criteria are fulfilled. In the simulated data, 4.6 percent of the subjects are classified as alcohol dependent due to their criterion sum being 4 or more. These subjects are not, however, the same as those who represent the top 4.6 percent on the latent variable of alcohol dependence. Figure 3 shows the misclassification that results from using observed variables rather than latent variables for diagnosis. The vertical axis of figure 3 shows the distribution of the criterion sum for scores of 2 through 5, while the horizontal axis shows the distribution of the latent variable, reflecting severity of dependence.

Figure 3 shows that for the simulated subjects whose criterion sum is 4, some have latent variable values below the cutoff point for alcohol dependence represented by the vertical broken line. These subjects are “false positives”; that is, they are diagnosed as being alcohol dependent by their observed score although they are not alcohol dependent according to their true score. Similarly, among the subjects whose criterion sum is 3, some have latent variable values above the cutoff point for alcohol dependence, and thus constitute “false negatives.” Subjects above the latent variable cutoff point and with a criterion sum of at least 4 are “true positives.” In total for these data, 1.6 percent of subjects are false positives, 1.6 percent are false negatives, and 3.0 percent are true positives. The observed variable model diagnoses only 65 percent of those who are alcohol dependent. The conclusion of figure 3 is that the sensitivity (the percentage of cases diagnosed correctly) for this hypothetical DSM-IV diagnosis can be as low as 65 percent in a general population survey. In other words, 35 percent of the cases may be missed.

Figure 3 demonstrates that people classified as alcohol dependent using the criterion sum form a heterogeneous group. Individuals with a criterion sum of 4 vary widely in their values on the latent variable, in fact covering about one-half...
of the range of that variable. This illustrates a problem in using the criterion sum for diagnosis, for which latent variable modeling is a potential solution.

The number of criteria that should be required to support a diagnosis of alcohol dependence is a subject of debate among the framers of DSM-IV. Latent variable modeling, as illustrated in figure 2, is relevant for such decisions. For example, requiring a criterion sum of 3 increases sensitivity from 65 to 79 percent, but specificity (the percentage of nondependent subjects correctly diagnosed) drops from 98 to 96 percent, and the true prevalence of 4.6 percent is overestimated as 7.8 percent.

If, instead, one makes the definition of alcohol dependence more inclusive by changing the latent variable cutoff point to give a true prevalence of 7.8 percent while requiring a criterion sum of at least 3, correct prevalence is obtained, but sensitivity is again low (64 percent), and specificity is 97 percent. Using stricter definitions of alcohol dependence gives similarly low sensitivity values. It seems possible that improvement of sensitivity can be achieved in surveys by using more indicators (for example, the symptom items used to create the criteria). Using the simulation method above suggests that doubling the number of indicators could raise the sensitivity from approximately 65 percent to approximately 85 percent.

Figure 3 shows that most individuals missed by the criterion sum definition (those who have a criterion sum less than 4, or less than 3) have latent variable values just below the cutoff point on the latent dimension. This illustrates the consequence of the strict separation of diagnoses into "not alcohol dependent" and "alcohol dependent." If, however, alcohol dependence can be represented as a continuum, as in figures 2 and 3, then there may be no natural cutoff point on this continuum. In fact, for many purposes there is no need for such a strict separation of diagnoses. These points are illustrated by some real data analyses using the NHIS88 data in a latent variable model.

**LATENT VARIABLE ANALYSIS OF REAL DATA**

The appropriateness of a latent variable model should be tested against real data. For example, one may ask if the single latent variable dimension of figure 2 is sufficient to describe the responses to the criteria. In fact, testing this model against NHIS88 data for current drinkers in the general population showed that this was inappropriate, but that a two-dimensional model fit the data well (Muthén et al. in press; Muthén in submission). This indicates that alcohol dependence is not just a more severe form of alcohol abuse, but reflects a separate phenomenon, or dimension.

In a study by Muthén and colleagues (in press), the first, milder dimension was interpreted as alcohol abuse and was measured well by alcohol-related criteria with relatively high prevalences in the population: drinking more or longer than intended, and drinking in situations in which it is physically hazardous. The second, more severe, dimension was interpreted as dependence and was measured well by less prevalent criteria corresponding to an inability to cut down or stop drinking, the abandonment or reduction of other activities in favor of drinking, and drinking despite the recognition that it is causing problems in one's life.

**Sensitivity can be improved by using more indicators.**

The analyses showed that the less severe alcohol-related problems of the first dimension and the more severe problems of the second dimension do not represent opposite ends of the same axis, but define phenomena of a distinct kind.

This model represents a different structure of the concepts of alcohol abuse and dependence from that assumed in DSM-III-R and the proposed DSM-IV. The analyses suggest that the definitions in these documents blur the distinction between alcohol abuse and dependence due to the overlap in their criteria. For example, these documents define alcohol dependence using some of the same criteria that measure alcohol abuse.

The values of the latent variables representing alcohol dependence and alcohol abuse can be estimated from subjects' responses to questions related to diagnostic criteria. These responses can be plotted using the continuum of abuse as one axis and the continuum of dependence as the other axis. Such a plot, based on 18,244 white, current drinkers in the NHIS88, showed no clear cutoff point for either dimension that can be used to define alcohol abuse or dependence.

**STRUCTURAL MODELING WITH LATENT VARIABLES**

The scores of the two dimensions can be related to variables such as the respondent's alcohol consumption, age, and gender. This type of analysis can be carried out by extending the two-dimensional latent variable model to include covariates, observed variables that are assumed to be related to the criteria and their latent variables. This latent variable approach has the advantage of not forcing a choice of cutoff point on the sum of criteria and classifying all subjects as either "nondependent" or "dependent" individuals. Thereby, the misclassification problems demonstrated earlier are avoided. Such statistical modeling is referred to as "structural equation modeling" or "covariance structure modeling." This is a general framework for modeling, encompassing the special cases we have considered so far. For an overview, see Joreskog and Sorbom (1979), Muthén (1983), and Bollen (1989).

For example, figure 4 shows a structural model used to analyze NHIS88 data on nearly 19,000 current drinkers (Muthén in submission). Here a set of 12 covariates were related to the 2 dimensions and their 11 criterion indicators. The observed covariates are shown on the left, including alcohol consumption variables, family history of alcoholism (for definitions, see Dawson et al. 1992), age, gender, ethnicity, and various other sociodemographic characteristics of the respondents. To the right in the figure are the 11 observed diagnostic criteria. In the middle are the two latent variables, designated "abuse" and "dependence." The relationships between the criteria and the latent variables define the measurement model and are described in terms similar to those used for figure 2. If this part of the model alone were present, the statistical approach would correspond to factor analysis. The relationships between the latent variables and the covariates are, however, the ones of primary interest. These relationships are called structural equations.

The structural analysis results of Muthén (in submission) show that the two latent variables have different relation-
ships to the covariates. Positive family history of alcoholism among first-, second-, or third-degree relatives is strongly related to the more severe dimension of dependence, even when controlling for other variables such as alcohol consumption. This effect is considerably stronger for dependence than for abuse. Furthermore, age and being Hispanic are found to have different relationships with the two dimensions. Increasing age reduces the value of abuse more than dependence. Being Hispanic is associated with lower values on the abuse dimension but higher values on the dependence dimension.

**Untapped Potential of Latent Variable Modeling**

The structural model shown in figure 4 exemplifies a general multivariate modeling framework that encompasses many other statistical formulations not discussed here. Latent variable models can be used to study the classification and causes of alcohol disorders, to analyze the progression of alcohol problems, to study the co-occurrence of alcohol dependence and depression, and to study the genetic susceptibility to alcohol dependence. Latent variable modeling has great potential also in genetic modeling, especially since the observed variables that indicate the presence of alcohol dependence are based on multiple indicators from interviews.

Latent variable modeling has important applications in two important data sets of NIAAA: the ongoing National Longitudinal Alcohol Epidemiological Survey (NLAES), and the National Collaborative Studies on Genetics of Alcoholism (COGA). In the NLAES, about 45,000 subjects are being studied over a period of 2 years. The survey is collecting extensive information regarding family history of alcoholism, alcohol consumption levels, and alcohol-related problems. In the COGA, about 600 alcoholics and their family members are being studied (see Holden 1991). COGA is also collecting information for genetic analyses.

In addition to providing tools for these complex epidemiologic tasks, the latent variable modeling framework can provide better descriptive statistics for alcohol problems. It might improve the estimation of alcoholism prevalence from survey data, particularly when differences in prevalence are being estimated among population subgroups; subgroup prevalence can be estimated not only from criterion information but also from covariate information (such as alcohol consumption; see figure 4). This type of approach is well established in other types of national surveys, for example in the education field.

In summary, latent variable modeling is useful in situations where random or systematic measurement error is a problem, where phenomena under study are not directly observed, and where multiple indicators are needed to describe various aspects of a phenomenon.
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