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Model 1.
TITLE: Multivariate LCM model without constraints
! Text following the exclamation marks (!) is not part of the model.
DATA:
FILE IS "ALT.dat";
VARIABLE:
NAMES ARE CI SEX MIN PUB SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
IDVARIABLE = CI;
MISSING ARE ALL (999);
USEVARIABLES ARE SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
MODEL:
! To identify the intercept (i1) and slope (s1) of the body image trajectory
i1 s1 | BI1@-.4 BI2@0 BI3@1 BI4@2 BI5@3;
! To identify the intercept (i2) and slope (s2) of the self-esteem trajectory
i2 s2 | SE1@-.4 SE2@0 SE3@1 SE4@2 SE5@3;
! Intercepts and slopes are correlated by default
OUTPUT:
SAMPSTAT STANDARDIZED RESIDUAL CINTERVAL MODINDICES (3.0);
TECH1 TECH2 TECH3 TECH4;

Model 2.
TITLE: Multivariate autoregressive cross lagged model without constraints.
DATA:
FILE IS "ALT.dat";
VARIABLE:
NAMES ARE CI SEX MIN PUB SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
IDVARIABLE = CI;
MISSING ARE ALL (999);
USEVARIABLES ARE SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
MODEL:
! Autoregressive part
BI1; BI2 ON BI1; BI3 ON BI2; BI4 ON BI3; BI5 ON BI4;
SE1; SE2 ON SE1; SE3 ON SE2; SE4 ON SE3; SE5 ON SE4;
! Cross lagged part
BI2 ON SE1; BI3 ON SE2; BI4 ON SE3; BI5 ON SE4;
SE2 ON BI1; SE3 ON BI2; SE4 ON BI3; SE5 ON BI4;
! Time-specific correlations
BI2 WITH SE2; BI3 WITH SE3; BI4 WITH SE4; BI5 WITH SE5;
OUTPUT:
SAMPSTAT STANDARDIZED RESIDUAL CINTERVAL MODINDICES (3.0);
TECH1 TECH2 TECH3 TECH4;

Model 3.
TITLE: Initial multivariate ALT model without constraints
DATA:
FILE IS "ALT.dat";
VARIABLE:
NAMES ARE CI SEX MIN PUB SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
IDVARIABLE = CI;
MISSING ARE ALL (999);
USEVARIABLES ARE SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
MODEL:
! LCM part
i1 s1 | BI1@-.4 BI2@0 BI3@1 BI4@2 BI5@3;
i2 s2 | SE1@-.4 SE2@0 SE3@1 SE4@2 SE5@3;
! Correlations between the first measurement points
SE1 WITH BI1;
! Autoregressive part
BI1; BI2 ON BI1; BI3 ON BI2; BI4 ON BI3; BI5 ON BI4;
SE1; SE2 ON SE1; SE3 ON SE2; SE4 ON SE3; SE5 ON SE4;
! Cross lagged part
BI2 ON SE1; BI3 ON SE2; BI4 ON SE3; BI5 ON SE4;
SE2 ON BI1; SE3 ON BI2; SE4 ON BI3; SE5 ON BI4;
! Time-specific correlations
BI2 WITH SE2; BI3 WITH SE3; BI4 WITH SE4; BI5 WITH SE5;
OUTPUT:
SAMPSTAT STANDARDIZED RESIDUAL CINTERVAL MODINDICES (3.0);
TECH1 TECH2 TECH3 TECH4;

Model 4.
TITLE: Final multivariate ALT model with the model constraints
DATA:
FILE IS "ALT.dat";
VARIABLE:
NAMES ARE CI SEX MIN PUB SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
IDVARIABLE = CI;
MISSING ARE ALL (999);
USEVARIABLES ARE SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
MODEL:
! LCM part, with no slope on the self-esteem trajectory
i1 s1 | BI1@-.4 BI2@0 BI3@1 BI4@2 BI5@3;
i2 | SE1@-.4 SE2@0 SE3@1 SE4@2 SE5@3;
! Fixing the variance of the slope of the body image trajectory to 0
s1@0;
! Correlations between the first measurement points
SE1 WITH BI1;
! Autoregressive part, with equality constraints on body image
autoregressions
BI1; BI2 ON BI1 (1); BI3 ON BI2 (1); BI4 ON BI3 (1); BI5 ON BI4 (1);
SE1; SE2 ON SE1; SE3 ON SE2; SE4 ON SE3; SE5 ON SE4;
! Cross lagged part, with equality constraints
BI2 ON SE1 (2); BI3 ON SE2 (2); BI4 ON SE3 (2); BI5 ON SE4 (2);
SE2 ON BI1 (3); SE3 ON BI2 (3); SE4 ON BI3 (3); SE5 ON BI4 (3);
! Time-specific correlations, with equality constraints
BI2 WITH SE2 (4); BI3 WITH SE3 (4);
BI4 WITH SE4 (4); BI5 WITH SE5 (4);
OUTPUT:
SAMPSTAT STANDARDIZED RESIDUAL CINTERVAL MODINDICES (3.0);
TECH1 TECH2 TECH3 TECH4;

Model 5.
TITLE: Final conditional multivariate ALT model with the model
constraints, predictors and their interactions
DATA:
FILE IS "ALT.dat";
DEFINE:
! The DEFINE command is used to define new variables: P (pubertal development centered at the mean), PS (pubertal development by gender two-way interaction), PN (pubertal development by ethnicity two-way interaction), SN (gender by ethnicity two-way interaction), PSN (three-way interaction). The same command can be used to recode the variables to calculate the simple slopes of the interactions. For example "sexe = sex - 1" is use to invert gender.
P = PUB - 2.4729;
PS = P * Sex; PN = P * Min; SN = Sex * Min;
PSN = P * Sex * Min;
VARIABLE:
NAMES ARE CI SEX MIN PUB SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5;
IDVARIABLE = CI;
MISSING ARE ALL (999);
! The “DEFINE” variables are added at the end of the list.
USEVARIABLES ARE SEX MIN SE1 SE2 SE3 SE4 SE5 BI1 BI2 BI3 BI4 BI5 P PS PN PSN;
MODEL:
! ALT, as in the previous unconditional model
i1 | BI1@-.4 BI2@0 BI3@1 BI4@2 BI5@3;
i2 | SE1@-.4 SE2@0 SE3@1 SE4@2 SE5@3;
s1@0;
SE1 WITH BI1;
BI1; BI2 ON BI1 (1); BI3 ON BI2 (1); BI4 ON BI3 (1); BI5 ON BI4 (1);
SE1; SE2 ON SE1; SE3 ON SE2; SE4 ON SE3; SE5 ON SE4;
BI2 ON SE1 (2); BI3 ON SE2 (2); BI4 ON SE3 (2); BI5 ON SE4 (2);
SE2 ON BI1 (3); SE3 ON BI2 (3); SE4 ON BI3 (3); SE5 ON BI4 (3);
BI2 WITH SE2 (4); BI3 WITH SE3 (4);
BI4 WITH SE4 (4); BI5 WITH SE5 (4);
! Additional parts for the conditional model
! intercepts, slopes and first-point correlations need to be specified.
SE1 i1 i2 WITH BI1;
SE1 i1 WITH i2;
! Predictive part of the model
i1 s1 i2 SE1 BI1 ON SEX MIN P PS PM SM PSM;
OUTPUT:
SAMPSTAT STANDARDIZED RESIDUAL CINTERVAL MODINDICES (3.0);
TECH1 TECH2 TECH3 TECH4;
Section 2.

Results from the unconditional univariate models.

The results from the different univariate models of self-esteem and body image are reported in the supplemental Table. For self-esteem, the results show that the autoregressive model does not provide an optimal degree of fit to the data, while the ALT and LCM provide comparable and adequate levels of fit to the data. However, the ALT proved superior to the nested ALT-LCM according the $\Delta \chi^2$ statistic. The results from the following ALT models suggest that the slope factor can be removed (model 6) without significantly changing the overall fit of the model (i.e. that self-esteem trajectories are stable), but that the imposition of equality constraints on the autoregressive parameters (model 7) result in a significantly poorer fit. This suggests that the ability of self-esteem to predict later levels of self-esteem increases slightly throughout adolescence, although it remain small once the overall trajectories are taken into account [(\(\rho_{t2, t1} = 0.21; \text{s.e.} = 0.03\)); (\(\rho_{t4, t2} = 0.21; \text{s.e.} = 0.03\)); (\(\rho_{t6, t5} = 0.24; \text{s.e.} = 0.03\)]. Further examination of these results reveal that the mean and variance of the intercept factor are positive and significant, suggesting an elevated and stable level of self-esteem but significant inter-individual variability between the students [(\(\mu_{t1} = 31.73; \text{s.e.} = 0.18\)); (\(\mu_{a} = 25.03; \text{s.e.} = 0.89\)); (\(\psi_{t1 t1} = 30.51; \text{s.e.} = 1.37\)); (\(\psi_{aa} = 9.36; \text{s.e.} =1.18\)]. The observable difference between Time 1 self-esteem (\(\mu_{t1}\)) and the intercept (\(\mu_{a}\)) stems from the fact that in ALTs, the intercept represents the portion of Time-2 self-esteem remaining unexplained by Time-1 self-esteem. In fact, if one were to multiply \(\mu_{t1} (31.73)\) by the autoregressive parameter (0.21) and add this to \(\mu_{a} (25.03)\), the result (31.69) would represent the model estimated level self-esteem at Time-2. It should be noted that the covariance between the first measurement point and the intercept factor is also elevated and significant (\(\psi_{t1 a} = 10.15; \text{s.e.} = 0.92\)), confirming self-esteem developmental stability.

Regarding body image, the results show that the autoregressive model does not provide an optimal degree of fit to the data, while the ALT and LCM provide comparable and adequate levels of fit to the data. However, the ALT once again proved superior to the nested ALT-LCM according the $\Delta \chi^2$ statistic. The complete univariate ALT model for body image resulted in the estimation of a
negative slope variance, suggesting that inter-individual variability on the developmental changes in body image across adolescence was negligible. Thus, this model was directly re-estimated by fixing the variance of the slope factor to zero (model 5). The resulting model provides an adequate level of fit to the data according to most fit indices, with the exception of the RMSEA (.081) and fit the data significantly better than the comparative nested ALT-LCM. The results from the following ALT models suggest that the slope factor should not be removed (i.e. that adolescents body image levels evolve over time; model 6), but that equality constraints may be imposed on the autoregressive parameters (model 7). Meaning that the ability of body image to predict later levels of body image remain stable and moderate in adolescence ($\rho_{t, t-1} = 0.37$; s.e. = 0.03). The results also suggest that, although significant inter-individual variability is present on the initially high levels of body image [(μ$_{t1}$ = 23.42; s.e. = 0.18); (μ$_{a}$ = 14.42; s.e. = 0.32); ($\psi_{tt1}$ = 32.83; s.e. = 1.48); ($\psi_{aa}$ = 4.21; s.e. = 0.80)], the slight increase observed in body image ($\mu_{b} = 0.32; $ s.e. = 0.06) appears common to all participants. It should be noted that the covariance between the first measurement point and the intercept factor is also elevated and significant ($\psi_{t1a} = 7.84; $ s.e. = 0.85).
### Supplemental Table

Results from the Unconditional Univariate Latent Curve Models (LCM), Autoregressive Models and Autoregressive Latent Trajectory (ALT) Models.

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2$ (df)</th>
<th>CM</th>
<th>$\Delta \chi^2$ (df)</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>SRMR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self Esteem</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1- LCM, full model</td>
<td>58.13 (10)*</td>
<td>---</td>
<td>---</td>
<td>0.966</td>
<td>0.966</td>
<td>0.069</td>
<td>0.090</td>
</tr>
<tr>
<td>2- Autoregressive, full model</td>
<td>191.58 (6)*</td>
<td>---</td>
<td>---</td>
<td>0.870</td>
<td>0.784</td>
<td>0.175</td>
<td>0.121</td>
</tr>
<tr>
<td>3- ALT, full model</td>
<td>19.18 (3)*</td>
<td>---</td>
<td>---</td>
<td>0.989</td>
<td>0.962</td>
<td>0.073</td>
<td>0.055</td>
</tr>
<tr>
<td>4- ALT, nested LCM model</td>
<td>40.27 (7)*</td>
<td>3</td>
<td>21.09 (4)*</td>
<td>0.977</td>
<td>0.967</td>
<td>0.069</td>
<td>0.053</td>
</tr>
<tr>
<td>5- ALT, no slope variance</td>
<td>25.70 (6)*</td>
<td>3</td>
<td>6.52 (3)</td>
<td>0.986</td>
<td>0.977</td>
<td>0.057</td>
<td>0.055</td>
</tr>
<tr>
<td>6- ALT, no slope</td>
<td>26.34 (7)*</td>
<td>5</td>
<td>0.64 (1)</td>
<td>0.986</td>
<td>0.981</td>
<td>0.052</td>
<td>0.055</td>
</tr>
<tr>
<td>7- ALT-6 + fixed regressions</td>
<td>52.31 (10)*</td>
<td>6</td>
<td>25.97 (3)*</td>
<td>0.970</td>
<td>0.970</td>
<td>0.065</td>
<td>0.055</td>
</tr>
<tr>
<td><strong>Body Image</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1- LCM, full model</td>
<td>76.75 (10)*</td>
<td>---</td>
<td>---</td>
<td>0.968</td>
<td>0.968</td>
<td>0.081</td>
<td>0.072</td>
</tr>
<tr>
<td>2- Autoregressive, full model</td>
<td>144.77 (6)*</td>
<td>---</td>
<td>---</td>
<td>0.933</td>
<td>0.888</td>
<td>0.152</td>
<td>0.096</td>
</tr>
<tr>
<td>3- ALT, full model</td>
<td>22.65 (3)</td>
<td>---</td>
<td>---</td>
<td>0.991</td>
<td>0.968</td>
<td>0.081</td>
<td>0.054</td>
</tr>
<tr>
<td>4- ALT, nested LCM model</td>
<td>61.98 (7)*</td>
<td>3</td>
<td>39.33 (4)*</td>
<td>0.973</td>
<td>0.962</td>
<td>0.088</td>
<td>0.060</td>
</tr>
<tr>
<td>5- ALT, no slope variance</td>
<td>42.53 (6)*</td>
<td>3</td>
<td>19.88 (3)*</td>
<td>0.982</td>
<td>0.971</td>
<td>0.078</td>
<td>0.061</td>
</tr>
<tr>
<td>6- ALT, no slope</td>
<td>53.42 (7)*</td>
<td>5</td>
<td>10.89 (1)*</td>
<td>0.978</td>
<td>0.968</td>
<td>0.081</td>
<td>0.078</td>
</tr>
<tr>
<td>7- ALT-5 + fixed regressions</td>
<td>49.49 (9)*</td>
<td>5</td>
<td>6.96 (3)</td>
<td>0.980</td>
<td>0.978</td>
<td>0.067</td>
<td>0.068</td>
</tr>
</tbody>
</table>

*Notes:* $\chi^2$ = chi-square test of model fit; df = degrees of freedom; $\Delta \chi^2$ = chi square difference test; CM = comparison model in the $\Delta \chi^2$; CFI = comparative fit index; TLI = Tucker-Lewis index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual; EP = model retained given estimation problems (negative or non-significant variances) in the previous one.

*p ≤ 0.01