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Intensive longitudinal data

Two approaches we can take when T is large and N>1:

1. Top-down approach (i.e., dynamic multilevel modeling):
• use time series models as level 1
• allow for quantitative individual differences in model dynamics at level 2
• can be used with relative small T (say 20), but requires at least moderate N (say

>30)

2. Bottom-up approach (i.e., replicated time series analysis)
• use time series models to model N=1 data
• allow for quantitative and qualitative differences between persons
• can be used with small N (say 2), but requires relative large T (say >50)

Alternative approach: pooled time series analysis (requires N*T>50).
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Outline

1. Top-down approach:
• Univariate multilevel AR(1) model
• Multiple indicator multilevel AR(1) model
• Multilevel VAR(1) model

2. Bottom-up approach:
• Comparison of linear models and regime-switching models

3. Discussion
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Univariate multilevel AR(1) model: Random mean

Centering part:
PAit = µi + PA∗it

where
• µi is the individual’s mean (i.e., baseline, trait, equilibrium) of positive affect
• PA∗

it is the within-person centered (cluster-mean centered) score

4 / 66



Univariate multilevel AR(1) model: Random inertia
Autoregressive part:

PA∗it = φiPA∗i,t−1 + ζit

where
• φi is the autoregressive parameter (i.e., inertia, carry-over, or regulatory

weakness)
• ζit is the innovation (residual, disturbance, dynamic error) (with ζit ∼ N (0, σ2

ζ))
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Univariate multilevel AR(1) model: Level 1

Putting these together we can write:

Level 1: Random mean and inertia
PAit = µi + φiPA∗i,t−1 + ζit

where ζit ∼ N (0, σ2).

Level 2:
µi = µ+ v0i
φi = φ+ v1i

where [
v0i
v1i

]
∼ MN

[[
0
0

]
,

[
ψ11
ψ21 ψ22

]]
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Intermezzo: Centering level 1 predictors?

There are three ways in which we can include level 1 predictors:
• non-centered (NC)
• grand mean centered (GMC)
• cluster mean centered (CMC)

NC and GMC are equivalent (i.e., alternative parametrizations).

CMC is equivalent under some circumstances (i.e., no random slopes,
and predictor means included as level 2 predictor of random intercept), but
not always.

Converging consensus: The slope from NC/GMC can be an
“uninterpretable blend” of the within and between relationship
(Raudenbush & Bryck, 2002).
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Intermezzo: Centering the lagged predictor?
Hamaker and Grasman (2015) compared four ways of centering the
lagged predictor in a multilevel AR(1) model:

• NC: no centering
• CMC(ȳ.i): cluster mean centering using the sample mean
• CMC(µ̂i): cluster mean centering using the multilevel estimate
• CMC(µi): cluster mean centering using the true mean

8 / 66



Intermezzo: Centering the lagged predictor?

Conclusion (from Hamaker & Grasman, 2015):
• CMC leads to a downward bias in the estimation of the AR parameter
• CMC is better when interest is in a level 2 predictor of the AR parameter

Note that when N=1, the OLS estimate of the AR parameter is known to
be biased (e.g., Marriott & Pope, 1954).

BUT: CMC in Mplus is not associated with this bias (nor is it in
WinBUGS, see Jongerling et al., 2015), probably because the same
(individual) parameter is used as the intercept and for CMC of the
lagged predictor.

NOTE: CMC is the default in Mplus when creating lagged variables.
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Daily diary data on positive affect (PA)
Data: 89 females measured for 42 days (see Jongerling, Laurenceau &
Hamaker, 2015).
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Input: Create an observed lagged variable

NOTE: Using LAGVAR = PA(1); gives a lagged variable based on
lagging the observed variable PA by one.
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Input: Random AR parameter and random mean

NOTE: The lagged variable (created by LAGVAR = PA(1);) is referred
to as PA&1.
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Path diagram of the multilevel AR(1) model
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Results: Trace plots (10,000 iterations)

Level 1 residual variance:

AR parameter:

Average mean:

Variance of AR parameter:

Cov. mean and AR parameter:

Variance of mean:
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Results: Parameter estimates

Testing whether a random effect is significant is problematic; instead we
can compare two models (with and without a random effect).
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Input: Fixed AR parameter and random mean

In this model there is no random AR parameter; only a random mean.
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Random AR parameter?

Warning: Make sure the DIC is stable (this may take many more
iterations than apparent from trace plots).

To ensure the DIC is stable, run the model at least twice with a different
seed: This should give the same DIC and pD.

Here we compare the model with a fixed AR parameter (φ) to a model
with a random AR parameter (φi).

Model DIC pD
φ 16501 192
φi 16498 216

Only slight preference for model with random AR parameter.
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Literature on inertia
Affective inertia has been empirically related to

• neuroticism (+) and agreeableness (-) (Suls, Green & Hillis, 1998)
• concurrent depression (+) (Kuppens, Allen & Sheeber, 2010, Psychological

Science)
• future depression (+) (Kuppens, Sheeber, Yap, Whittle, Simmons & Allen, 2012)
• rumination (+) (Koval, Kuppens, Allen & Sheeber, 2012)
• self-esteem (-) (Houben, Van den Noortgate & Kuppens, 20150)
• life-satisfaction (-) (Houben et al., 2015)
• PA (-) and NA (+) (Houben et al., 2015)

Note that inertia in positive affects seems also maladaptive.

Autoregressive parameter in daily drinking behavior has been positively
related to being female (Rovine & Walls, 2006); however, the average was
close to zero.
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Extension 1: Random innovation variance

Level 1: Random mean, inertia, and innovation variance
PAti = µi + φiPA∗t−1,i + σiζti

where ζti ∼ N (0, 1).

Level 2:
µi = µ+ v0i
φi = φ+ v1i
σi = σ + v2i

where v0i
v1i
v2i

 ∼ MN


0

0
0

 ,
ψ11
ψ21 ψ22
ψ31 ψ32 ψ33



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Why random innovation variance? Statistical
For N=1 we have: yt = µ+ φ(yt−1 − µ) + ζt , such that:

Var(yt) = E
[{

yt − µ
}2
]

= E
[{
µ+ φ(yt−1 − µ) + ζt − µ

}2
]

= E
[{
φ(yt−1 − µ) + ζt

}2
]

= φ2E
[{

yt−1 − µ
}2
]

+ σ2

where E
[{

yt − µ
}2] = E

[{
yt−1 − µ

}2] = σ2
y

σ2
y = φ2σ2

y + σ2

σ2
y − φ2σ2

y = σ2

(1− φ2)σ2
y = σ2

σ2
y =

σ2

1− φ2

Hence, individual differences in σ2
y can come from individual differences

in φ and/or σ2.
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Why random innovation variance? Substantive
Level 1: Random mean, inertia, and innovation variance

PAti = µi + φiPA∗t−1,i + σiζti

where ζti ∼ N (0, 1).

Substantive interpretation of random innovation variance:
• individual differences in exposure
• individual differences in reactivity

Level 1: Reactivity to Positive Events (PE)
PAti = µi + φiPA∗t−1,i + βiPE∗ti + ζti

Some results for stress sensitivity and reward experience:
• Suls et al. (1998)
• Wichers: relationship with depression and effect of therapy
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Extension 2: Measurement error
Level 1: Measurement equation

PAit = µi + ηit + εit

where
• µi is the individual’s mean
• ηit is the individual’s true score at occasion t
• εit is the individual’s measurement error at occasion t (could also consider

individual differences in its variance)

Level 1: Transition equation
ηit = φiηi,t−1 + σiζit

where ζit ∼ N (0, 1).

Some thoughts about measurement error in a multilevel AR(1) model:
• advantage: separate signal from noise
• advantage: reliability per person
• disadvantage: AR-effects in error end up in signal
• disadvantage: not identified when φ = 0
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Outline

1. Top-down approach:
• Univariate multilevel AR(1) model
• Multiple indicator multilevel AR(1) model
• Multilevel VAR(1) model

2. Bottom-up approach:
• Comparison of linear models and regime-switching models

3. Discussion
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Multiple indicator AR(1) model for PA

We have three indicators: excited (EXC), energetic (ENE), and
enthusiastic (ENT).

Level 1: Within-person factor model

EXCit
ENEit
ENTit

 =

µEXC ,i
µENE,i
µENT ,i

+

 1
λ2W
λ3W

PAWit +

εEXC ,it
εENE,it
εENT ,it



where
• µ’s are the individual’s means
• λ’s are the within-person factor loadings
• PAWit is the individual’s latent score at occasion t
• ε’s are the individual’s measurement errors at occasion t

24 / 66



Multiple indicator AR(1) model for PA

Note that PAWit has a mean of zero for each person (hence no
within-person means here).

Level 1: Within-person latent AR(1)
PAWit = φiPAWi,t−1 + σiζit

where
• φi is the individual’s autoregressive parameter
• σiζit is the individual’s innovation at occasion t (with var(ζ)=1)
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Multiple indicator AR(1) model for PA
Level 2: Between-person factor model

µEXC ,i
µENE,i
µENT ,i

 =

µEXC
µENE
µENT

+

 1
λ2B
λ3B

PABi +

εEXC ,i
εENE,i
εENT ,i



Level 2: Fixed and random effects
PABi = v0i
φi = φ+ v1i
ζi = ζ + v2i

where v0i
v1i
v2i

 ∼ MN


0

0
0

 ,
ψ11
ψ21 ψ22
ψ31 ψ32 ψ33



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Input: Multiple indicator AR(1) model

Allowing for:
• random means
• random autoregression
• random innovation SD
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Path diagram

Within level: Between level:
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Results: Parameter estimates (within)

Remember: Var(PAi) = σ2
i

1−φ2
i
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Results: Parameter estimates (between)

NOTE: Means are the fixed effects, variances are the random effects.
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Factorial invariance across levels

Are the factor loadings for PA identical across levels?

If λw = λb, this implies that
within-person, state-like fluctuations
are situated on the same
underlying dimension as stable
between-person, trait-like differences.

DICs using 500,000 iterations
λw 6= λb λw = λb
22355 22364
22349 22358
22353 22360

Average: 22352 22361
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Outline

1. Top-down approach:
• Univariate multilevel AR(1) model
• Multiple indicator multilevel AR(1) model
• Multilevel VAR(1) model

2. Bottom-up approach:
• Comparison of linear models and regime-switching models

3. Discussion
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Multilevel VAR(1) model
In a vector autoregressive (VAR) model, a vector is regressed on preceding
versions of itself.

VAR(1):
yt = c + Φyt−1 + ζt with µ = (I −Φ)−1c

Alternative expression of a VAR(1):
yt = µ + Φ

(
yt−1 − µ

)
+ ζt

When considering a multilevel extension, we want to allow for individual
differences in:

• µ: the trait scores of individuals
• Φ: the inertias and cross-lagged relationships

NOTE: We write y∗t−1 = yt−1 − µ.
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Example of a multilevel VAR(1) model

We make use of bivariate data from Emilio Ferrer: Positive Affect and
Rumination (see Schuurman, Grasman & Hamaker, 2016).

Six days of ESM data with N=129 and T about 45.

Within level:

[
PAit
RUit

]
=
[
µPA,i
µRU ,i

]
+
[
φ11 φ12
φ21 φ22

] [
PA∗it−1
RU ∗it−1

]
+
[
ζPA,it
ζRU ,it

]

=
[
µPA,i + φ11PA∗it−1 + φ12RU ∗it−1 + ζPA,it
µRU ,i + φ21PA∗it−1 + φ22RU ∗it−1 + ζRU ,it

]
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Model specification

At the between level the means and lagged effects are all allowed to
correlate.
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Results within level

Note that the measurement error variances fixed at 0.01 are negligibly
small compared to the total variances.
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Results between level
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Results between level (continued)

Means are the fixed effects; variances are for the random effects.
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Standardizing the cross-lagged parameters

Schuurman et al. (2016) presents three forms of standardization in
multilevel models:

• total variance (i.e., grand standardization)
• between-person variance (i.e., between standardization)
• average within-person variance
• within-person variance (i.e., within standardization)

Conclusion: last form is most meaningful, as it parallels standardizing
when N=1.

Standardized fixed effect should be the average standardized
within-person effect.
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Does it make a difference?

From Schuurman et al. (2016)
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Networks based on multilevel VAR models
Borsboom has used the idea of networks as an alternative to latent
variables (in the context of psychopathology).

Dynamical networks are often based on a VAR(1) model.

Bringmann et al. (2013) analyzed the lagged relationships between the
following variables:

• cheerful (C)
• pleasant event (E)
• worry (W)
• fearful (F)
• sad (S)
• relaxed (R)

NOTE: They performed separate multilevel regression analyses on
each of these variables, using all (lagged) variables as predictors.
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Results at the population level

Average (fixed effects) network Individual differences network

C=cheerful; E=pleasant event; W=worry; F=fearful; S=sad; and R=relaxed; red solid
lines represent positive relationships; green dashed lines represent negative relationship.
From Bringmann et al. (2013)
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Results at the individual level (2 individuals)

C=cheerful; E=pleasant event; W=worry; F=fearful; S=sad; and R=relaxed
From Bringmann et al. (2013)
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Outline

1. Top-down approach:
• Univariate multilevel AR(1) model
• Multiple indicator multilevel AR(1) model
• Multilevel VAR(1) model

2. Bottom-up approach:
• Comparison of linear models and regime-switching models

3. Discussion
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Bottom-up: Replicated time series analysis

Characteristics of TSA include:
• N=1
• T is large
• observations are ordered (in time)

Goals of TSA include:
• prediction and forecasting: weather, currency, earthquakes, epidemic
• signal estimation (Kalman filter): e.g. to control your spacecraft
• identify the nature of the process

Example considered here is based on Hamaker, Grasman and Kamphuis
(2016).
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Bipolar disorder (BD)
Bipolar disorder is characterized by severe changes in affect and activity:
Bipolar patients suffer from manic and depressed episodes.

46 / 66



BAS dysregulation in BD
BAS may play a crucial role:

• active BAS: expecting reward; difficulty inhibiting behavior when approaching a
goal; hope

• inactive BAS: not expecting reward; difficulty to be motivated; despair

Two forms of BAS dysregulation:

Slow return to baseline

Switches between distinct states
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Slow-return-to-baseline model 1: AR(1)
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Slow-return-to-baseline model 2: ARIMA(0,1,1)

E[yt |yt−1] = yt−1 − θet−1

= E[yt−1|yt−2] + et−1 − θet−1

The parameter θ is considered to indicate the balance between
preservation and adaption.
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Slow-return-to-baseline model 2: ARIMA(0,1,1)
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Regime-switching model 1: HM model
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Regime-switching model 2: MSAR(1) model
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VAR(1) model and results

Note we make use of observed lagged variables y1&1 and y2&1.
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VARIMA(0,1,1) model

where:
• e1 by y1@1; defines e1 as the innovation of the process y1
• e1 by (&1); defines a lagged version of e1 (i.e., innovation at previous time point)
• y1 on y1&1@1; defines the I(1) part (random walk)
• y1 on e1&1; defines the MA(1) part (moving average process)

and:
• y1@0.5; sets the measurement error variance to a negligible small number
• and [y1@0]; sets the mean of the process to zero (because it is a unit root process;

mean is not identified)
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VARIMA(0,1,1) results
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HMM model

The overall model part:
• C ON C&1; specifies hidden Markov model
• y1 with y2; ensures the variables are allowed to

correlate

Rest is used for specifying starting values
and priors
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HMM results
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MSVAR(1) model

The overall model part:
• C ON C&1; specifies hidden Markov model
• y1 y2 on y1&1 y2&1; specifies a VAR(1) model
• y1 with y2; ensures the innovations are allowed

to correlate

Rest is used for starting values and priors
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MSVAR(1) results
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MSVAR(1) results
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Outline

1. Top-down approach:
• Univariate multilevel AR(1) model
• Multiple indicator multilevel AR(1) model
• Multilevel VAR(1) model

2. Bottom-up approach:
• Comparison of linear models and regime-switching models

3. Discussion
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Some other issues to consider

• data may be irregularly spaced (e.g., ESM data), which should be
taken into account when estimating lagged effects

• time is treated as discrete here, but it might be more appropriate to
consider it as continuous (Deboeck & Preacher, 2015; Voelkle et al.,
2012)

• there may be trends and cycles present which should (or not?) be
accounted for (Liu & West, 2015; Wang & Maxwell, 2015)

• random factor loadings (allowing for idiographic loadings)
• level 2 predictors for the individual differences in dynamics
• time-varying parameters
• multilevel extension of the regime-switching models
• fit measure that allows for all models to be compared...

62 / 66



References and suggested readings

• Bringmann, Vissers, Wichers, Geschwind, Kuppens, Peeters, Borsboom & Tuerlinckx
(2013). A network approach to psychopathology: New insights into clinical longitudinal
data. PLoS ONE, 8, e60188, 1-13.

• Deboeck & Preacher (2016). No need to be discrete: A method for continuous time
mediation analysis. Structural Equation Modeling, 23, 61-75.

• Geschwind, Peeters, Drukker, van Os & Wichers (2011). Mindfulness training increases
momentary positive emotions and reward experience in adults vulnerable to depression: A
randomized controlled trial. Journal of Consulting and Clinical Psychology, 79, 618-628.

• De Haan-Rietdijk, Gottman, Bergeman & Hamaker (2014). Get over it! A multilevel
threshold autoregressive model for state-dependent affect regulation. Psychometika. doi:
10.1007/s11336-014-9417-x

• Hamaker (2012). Why researchers should think within-person: A paradigmatic rationale.
In Mehl & Conner (Eds.), Handbook of research methods for studying daily life. (pp.
43-61). New York, NY: The Guilford Press.

• Hamaker & Grasman (2014). To center or not to center? Investigating inertia with a
multilevel autoregressive model. Frontiers in Psychology, 5, 1492.
doi:10.3389/fpsyg.2014.01492

• Hamaker, Grasman & Kamphuis (2016). Modeling BAS dysregulation in Bipolar Disorder:
Illustrating the potential of time series analysis. Assessment.

63 / 66



References and suggested readings
• Houben, Van den Noortgate & Kuppens, (2015). The relation between short-term

emotion dynamics and psychological well-being: A meta-analysis. Psychological Bulletin,
141, 901-930.

• Jongerling, Laurenceay & Hamaker (2015). A Multilevel AR(1) Model: Allowing for
inter-individual differences in trait-scores, inertia, and innovation variance. Multivariate
Behavioral Research, 50, 334-349.

• Koval, Kuppens, Allen & Sheeber (2012). Getting stuck in depression: The roles of
rumination and emotional inertia. Cognition & Emotion, 26, 1412-1427.

• Kuppens, Allen & Sheeber (2010). Emotional inertia and psychological maladjustment.
Psychological Science, 21, 984-991.

• Kuppens, Sheeber, Yap, Whittle, Simmons & Allen (2012). Emotional inertia
prospectively predicts the onset of depressive Multilevel AR(1) model 33 disorder in
adolescence. Emotion, 12, 283-289.

• Liu & West (2015). Weekly cycles in daily report data: An overlooked issue. Journal of
Personality. doi: 10.1111/jopy.12182

• Marriott & Pope(1954). Bias in the estimation of autocorrelations. Biometrika, 41,
390âĂŞ402. doi:10.1093/biomet/41.3-4.390

• Rovine & Walls (2006). A multilevel autoregressive model to describe interindividual
differences in the stability of a process. In Schafer & Walls (Eds.), Models for intensive
longitudinal data (pp. 124-147). New York, NY: Oxford.

64 / 66



References and suggested readings
• Raudenbush S.W. & Bryk, A.S. (2002). Hierarchical linear models: Applications and data

analysis methods (Second Edition). Thousand Oaks, CA: Sage Publications.
• Schuurman, Ferrer, de Boer-Sonnenschein & Hamaker (2016). How to compare

cross-lagged associations in a multilevel autoregressive model. Psychological Methods.
• Schuurman, Houtveen, & Hamaker (2015). Incorporating measurement error in n=1

psychological autoregressive modeling. Frontiers in Psychology, 6. doi:
10.3389/fpsyg.2015.01038

• Suls, Green & Hillis (1998). Emotional reactivity to everyday problems, affective inertia,
and neuroticism. Personality and Social Psychology Bulletin, 24, 127-136.

• Voelkle, Oud, Davidov & Schmidt (2012). An SEM approach to continuous time
modeling of panel data: relating authoritarianism and anomia. Psychological Methods,
17, 176-192. doi: 10.1037/a0027543

• Wang, Hamaker & Bergeman (2012). Investigating inter-individual differences in
short-term intra-individual variability. Psychological Methods, 17, 567-581.

• Wang & Maxwell (2015). On disaggregating between-person and within-person effects
with longitudinal data using multilevel models. Psychological Methods, 20, 63-83.
http://dx.doi.org/10.1037/met0000030

• Wichers, Barge-Schaapman, Nicolson, Peeters, de Vries, Mengelers & van Os (2009).
Reduced stress-sensitivity or increased reward experience: The psychological mechanism of
response to antidepressant medication. Neuropsychopharmacology, 34, 923-931.

65 / 66



Thank you
e.l.hamaker@uu.nl

66 / 66


