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Abstract
In many disciplines researchers use longitudinal panel data to investigate the potentially causal relation-
ship between 2 variables. However, the conventions and concerns vary widely across disciplines. Here
we focus on 2 concerns, that is: (a) the concern about random effects versus fixed effects, which is central
in the (micro)econometrics/sociology literature; and (b) the concern about grand mean versus group (or
person) mean centering, which is central in the multilevel literature associated with disciplines like
psychology and educational sciences. We show that these 2 concerns are actually addressing the same
underlying issue. We discuss diverse modeling methods based on either multilevel regression modeling
with the data in long format, or structural equation modeling with the data in wide format, and compare
these approaches with simulated data. We extend the multilevel model with random slopes and discuss
the consequences of this. Subsequently, we provide guidelines on how to choose between the diverse
modeling options. We illustrate the use of these guidelines with an empirical example based on intensive
longitudinal data, in which we consider both a time-varying and a time-invariant covariate.

Translational Abstract
When it comes to the gold standard for modeling particular data, there can be stark differences across
disciplines. In this article we discuss one such difference between psychology on the one hand, and
disciplines like (micro)econometrics, sociology, and political sciences on the other. Specifically, our
focus is on how to handle longitudinal data, which consists of repeated measurements of the same cases
(e.g., individuals, couples, families, or companies), when the interest is in how one variable predicts—or
even causes—another variable. We show that the concerns that are raised in these disciplines seem quite
distinct, but are in fact identical. We show this analytically and through simulations, and provide
guidelines for researchers to help them decide which modeling approach to use in practice.
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Some research questions are of such a fundamental nature that
they stir up fervent discussions in many fields. A key example of
such a question is: How can we establish the effect of one variable
on another, when practical and/or ethical limitations make it im-
possible to perform a randomized experiment?

It has been widely recognized that longitudinal research—in
which the same cases (e.g., individuals, families, or companies) are
measured repeatedly—forms a useful alternative. But despite the
enormous popularity of longitudinal research in many fields, there
has been relatively little exchange of insights on how to best

analyze the data that are obtained with it. This lack of communi-
cation has led to remarkable differences in what is considered the
gold standard for longitudinal data analysis in each discipline: For
instance, in psychology such clustered data are oftentimes ana-
lyzed using multilevel regression analysis, whereas in other disci-
plines this approach is considered extremely problematic and
researchers are strongly advised to use other techniques instead.

The goal of the current article is to discuss this seeming schism
between disciplines from a psychologist’s perspective. In doing so,
we want to aid psychological researchers who encounter the stark
criticism of multilevel analysis—either in real life or in the liter-
ature—and who become alarmed that our field may be relying on
inferior statistical methods. We will show that the concern about
fixed effects versus random effects models, which has led disci-
plines like sociology, (micro)economics, and political science to
mostly abandon multilevel regression analysis, actually maps per-
fectly onto the concern of how to center a level one predictor in
multilevel modeling. The latter dates back to Cronbach (1976), and
is often discussed—but perhaps still not known well enough—in
the psychological literature. While the connection between these
concerns has been pointed out by others before (cf. Allison, 2005;
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Bell & Jones, 2015; McNeish & Kelley, 2019; Raudenbush, 2009;
Snijders & Bosker, 2012; Wooldridge, 2013), many of these treat-
ments are fragmented and superficial, and most of them target
researchers from a different disciplinary background. Hence, we
aim to complement these accounts with a presentation that should
fit more naturally with the knowledge psychological researchers
tend to have of multilevel modeling and structural equation mod-
eling.

This article is organized as follows. In the first two sections we
elaborate on each of the two concerns mentioned above separately.
In the third section we show analytically that, while these concerns
tend to be presented in quite distinct ways, they actually are
identical. We also provide a brief summary of other sources that
have pointed out this equivalence before. In the fourth section, we
perform two simulation studies to show how these models can be
estimated based on multilevel regression analysis with the data in
long format, and based on structural equation modeling (SEM)
with data in wide format. In the fifth section, we discuss what
happens when the models are extended with a random slope to
accommodate individual differences in the within-person relation-
ships. The sixth section consists of a set of guidelines for choosing
between the diverse modeling approaches in practice, and in the
seventh section these guidelines are applied to an empirical dataset
based on intensive longitudinal measurements. We end with sum-
marizing the main findings, and discussing remaining challenges.

Concern 1: Fixed Effects Versus Random
Effects Models

The longitudinal data we are focusing on in the current article
consist of repeated measures taken from a sample of cases (e.g.,
individuals, dyads, families, organizations, etc.). Such data are
known as panel data, but are also sometimes referred to as longi-
tudinal multilevel data. A key interest in this kind of research is to
establish the effect of a variable x on a variable y. Let yit be the
outcome variable for person i at occasion t. A basic model, which
is often proposed in this context (e.g., Allison, 2005; Bell & Jones,
2015; Wooldridge, 2002, 2013), can be expressed as

yit � ct � �i � �xit � �zi � eit, (1)

where ct is the intercept that can vary over time; �i is a component
that captures unobserved differences between individuals; xit rep-
resents predictors that vary over time; zi represents predictors that
are invariant over time; and eit is the residual that is assumed to be
time and person specific. Typically it is assumed that these resid-
uals are uncorrelated over time, although alternatives are possible.

For ease of presentation and to facilitate later comparisons, we
simplify the model to

yit � c � �i � �xit � eit, (2)

that is, we assume the intercept c does not vary over time, and that
there are no time-invariant predictors zi. We will return to the topic
of time-varying intercepts and time-invariant predictors in later
sections.

The Goal and the Challenge

In the (micro)econometrics, sociological, and political science
literature, there has been ample discussion regarding the individual

component �i. The reason for including this component is that it
accounts for unobserved heterogeneity, also referred to as the
individual effect, latent variable, or unobserved component (Alli-
son, 2005; Bollen & Brand, 2010; Bou & Satorra, 2017; Finkel,
1995; Ousey, Wilcox, & Fisher, 2011; Wooldridge, 2002, 2013). It
forms a simple and elegant way to control for time-invariant
omitted variables, and has therefore been considered essential
when the goal is to get at the causal connection between x and y.

The discussions have centered around the relationship between
�i and xit, known as the endogeneity problem. Using a multilevel
regression approach to estimate the model in Equation 2 is based
on the underlying assumption that the random intercept �i is
uncorrelated with the predictors xit. When this assumption is
violated, the predictors x are said to be endogenous, and this leads
to bias in the estimation of �, which undermines the purpose of the
analysis. Therefore, many researchers have warned against the use
of a multilevel regression approach in this context, which they
refer to as the random effects (RE) model, and the consensus has
been that alternative modeling procedures should be preferred,
which they refer to as the fixed effects (FE) model.1

Modeling Methods for the RE and FE Models

To estimate the RE model, one can simply use a multilevel
regression approach for the model in Equation 2, or pooled ordi-
nary least squares with robust standard errors (Wooldridge, 2013).
In this model, there is a random intercept for which a mean and
variance are estimated, and in addition, a slope estimate is ob-
tained, which describes the relation between the time-varying
predictor and the outcome.

To estimate the FE model, researchers can choose from a
number of options. First, there is the approach based on difference
scores (cf. Allison, 2009; Liker, Augustyniak, & Duncan, 1985;
Wooldridge, 2002). The rationale behind using difference scores
(i.e., yit � yit-1), is that the individual’s constant �i drops out.
However, this approach requires specialized software for data that
consist of more than two time points, in order to accounted for the
nested structure of the data then.

Second, one can use dummy variables for each individual in
what has been referred to as the least squares dummy variable
estimator (cf. Bollen & Brand, 2010). Because the dummy vari-
ables are part of the set of predictors, a correlation between these
individual effects and the other predictor(s) does not violate the
underlying model assumptions, and it will lead to an unbiased
estimate of �. The downside of this approach though is that it
requires a separate �i to be estimated for each individual (without
assuming a distribution), such that the number of parameters that
needs to be estimated increases with sample size (i.e., the number
of cases).

Third, one can center both y and x per person using each
individual’s sample means, and then run a regression analysis on
these within-person centered variables using pooled ordinary least
squares (e.g., Bou & Satorra, 2017; Wooldridge, 2002). This

1 It is important to note that the terms fixed effect and random effect, tend
to be used differently in these disciplines than how they are typically used
in the psychological literature. For more details on this, see https://
statmodeling.stat.columbia.edu/2005/01/25/why_i_dont_use/, and Bou and
Satorra (2017).
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approach requires an additional correction for the associated de-
grees of freedom, which is implemented in diverse software pack-
ages.

Wooldridge (2013) indicates that in practice, researchers often
estimate both the RE model and the FE model, and then use the
Hausman test to determine which model is more appropriate. The
Hausman test is based on comparing the � estimates from both
approaches, where the � from the RE model is obtained under the
null hypothesis of no correlation between the intercept �i and the
predictor xit, while the � from the FE model is obtained under
the alternative hypothesis that there may be a correlation between the
intercept and the predictor (Snijders & Bosker, 2012). When the
Hausman test is significant, the FE model should be used; otherwise
the RE model should be preferred (Wooldridge, 2013).

While the above methods form the conventional approaches to
estimating the FE and RE models, Allison (2005) has shown how
these models can also be estimated using structural equation mod-
eling (SEM) with maximum likelihood estimation. His approach is
represented in Figure 1, and is based on modeling �i as a latent
variable with the time-varying yit’s as its indicators, and including
the time-varying xit as predictors of these indicators. The FE model
is specified by allowing the latent variable �i to be correlated with
the x variables (depicted as the gray two-headed arrows in Figure
1); this model leads to an unbiased estimate of �, which is identical
to the estimate obtained with traditional FE methods. In contrast,
the RE model is obtained by setting the correlations between �i

and the x-variables to zero (i.e., omitting the gray two-headed
arrows); this leads to bias in the estimation of � when �i is actually
correlated with x, as shown by Allison (2005).

Clearly, in this SEM approach to estimating the FE model, the
�i’s have a distribution, while in the traditional ways to estimate a
FE model (i.e., using difference scores, dummy variables, or
centered variables), the �i’s are not bounded by a distribution. As
a result, the SEM approach allows for the inclusion of time-
invariant predictors of �i in a natural way, whereas this is not
possible in the traditional FE model approaches. But despite this

advantage, many researchers still rely on the more traditional FE
methods.

Concern 2: Separating the Within and Between Slopes
in Multilevel Modeling

Multilevel modeling, which is also referred to as hierarchical
modeling, random effects modeling, mixed effects modeling, and
variance components modeling, is very popular in psychological
research. This technique can be used when the data have a multi-
level structure with lower units nested in higher units. In panel
data, we have repeated measures that are nested within individuals;
in this case, the repeated measures are referred to as the within-
person level or Level 1 units, whereas the persons are referred to
as the between-person level or Level 2 units.

A fundamental concern that is often discussed in the multilevel
literature is that the relationship between two variables may differ
across levels (cf. Bolger & Laurenceau, 2013; Enders & Tofighi,
2007; Hamaker & Grasman, 2015; Hoffman, 2014; Kievit, Fran-
kenhuis, Waldorp, & Borsboom, 2013; Kreft, de Leeuw, & Aiken,
1995; Mundlak, 1978; Neuhaus & Kalbfleisch, 1998; Nezlek,
2001; Raudenbush & Bryk, 2002; Snijders & Bosker, 2012). For
instance, when we consider the relationship between physical
exercise and heart rate, we will find a positive within-person
relationship in that more strenuous exercise leads to a higher heart
rate; but, in contrast, at the between-person level this relationship
is likely to be reversed, as people who exercise more on average
tend to have a lower heart rate on average due to their overall
fitness (Hoffman, 2014).

Although such dramatic differences between the slopes may be
exceptional and in most practical scenarios these slopes will have
the same sign, the key point here is that there is not one relation-
ship between x and y. This was already noted by Cronbach (1976),
when he pointed out that asking how x and y are related is not the
right question when data are clustered; instead, we need to clarify
whether we are interested in the within-cluster or the between-
cluster relationship.

In Figure 2 a graphical representation is given in which these
two relationships are both positive, but nevertheless different. The
ellipses represent data from separate individuals, each of them
characterized by the same within-person slope �(w). The between-
person slope �(b) describes the relationship between the person
means on the two variables (�y,i and �x,i). Here, these within-
person means lie on a straight line; in reality, the person-specific
ellipses would typically be scattered around the between-person
slope, with the person means forming a between-person ellipse. In
the example in Figure 2 we have �(b) � �(w) � 0.

The Goal and the Challenge

There are extensive discussions in the multilevel literature about
the importance of separating the within-cluster slope from the
between-cluster slope (e.g., Enders & Tofighi, 2007; Hoffman,
2014; Kreft et al., 1995; Laurenceau & Bolger, 2005; Nezlek,
2001; Raudenbush & Bryk, 2002). The key concern here is that if
the model does not properly account for the fact that there may be
different relationships between the predictor and the outcome at
different levels, we end up with a slope that is an “uninterpretable
blend” of the within-person and between-person slopes (Rauden-
bush & Bryk, 2002, p. 139).

Y1 Y2 Y3

X1 X2 X3

YT

XT…

(w) (w) (w) (w)

Figure 1. Allison’s SEM approaches to Equation 2, in which the corre-
lations between the intercept �i and the predictors xit are either freely
estimated (as in the FE approach) or fixed to zero (as in the RE approach).
This changes the slope estimate when regressing yit on xit.
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In the multilevel literature it has been well recognized that using
the model in Equation 2 as the basis of a multilevel regression
analysis will lead to a slope estimate that represents neither the
within-cluster slope �(w), nor the between-cluster slope �(b). If we
refer to this estimated slope as �̂, it has been shown that it is a
weighted sum of the estimated slopes at both levels, that is

�̂ � ��̂(b) � (1 � �)�̂(w)

��̂(w) � �(�̂(b) � �̂(w))
(3)

where � can be thought of as a measure indicating the relative
amount of variability at the between-cluster level compared to the
total variability in the data across all clusters and time points
(Mundlak, 1978; Neuhaus & Kalbfleisch, 1998; Raudenbush &
Bryk, 2002). Hence, the weight � is not the intraclass correlation,
which is independent of the number of time points; instead it is a
direct function of the number of time points and becomes smaller
as the number of time points increases, as we will see later. The
weighted sum � is represented as the dashed line in Figure 2,
which lies somewhere between the within-person slope �(w) and
the between-person slope �(b).

Multilevel Regression Methods to Obtain
�(w) and �(b)

There are several ways to disentangle the within-person and
between-person slopes in the context of multilevel modeling. Here
we discuss three different approaches: The first two are based on
using the within-person sample means on the predictor in a mul-
tilevel regression model, while the third approach is based on using

latent within-person means in a multilevel structural equation
model.

Using the within-person centered predictor xit�x� i·. As ex-
plained by Raudenbush and Bryk (2002), and others as well (e.g.,
Bell & Jones, 2015; Hoffman, 2014; Kreft et al., 1995; Snijders &
Bosker, 2012), we can use multilevel modeling to estimate the
within-person slope without it being contaminated by the between-
person slope. Let x�i· represent the sample mean of individual i on
the variable x, such that xit � x�i· represents the within-person
centered predictor. Using the multilevel model notation from
Raudenbush and Bryk (2002), we can specify the following
within-person and between-person equations, respectively,

yit � �0i � �1(xit � x�i·) � eit (4)

�0i � �00 � u0i, (5)

where �0i is referred to as a random intercept. By plugging the
between-person equation into the within-person equation, we get
the combined expression

yit � �00 � u0i � �1(xit � x�i·) � eit. (6)

While the latter expression is very similar to the model pre-
sented in Equation 2, there is one critical difference: In Equation
6 we use the within-person centered predictor, whereas in Equation
2 we had the uncentered, raw predictor. To understand the conse-
quences of this, we should realize that—by definition—there are
no stable between-person differences for the within-person cen-
tered predictor; consequently, the within-person centered predictor
simply cannot be correlated with the random intercept (here: �0i),
so that the main concern from the FE–RE debate is circumvented
here. Put differently, because the within-person centered predictor
only contains within-person variance, the regression coefficient �1

by definition represents the within-person slope between x and y,
that is, �1 � �(w).

To obtain the between-person slope, the within-person means on
the predictor x�i· can be included as a predictor of �0i, the random
intercept at the between-person level. Note that because the within-
person centered predictor and the residual term in Equation 4 both
have a within-person mean of zero (by definition), the random
intercept �0i actually represents the within-person mean on the
outcome variable y. We can replace Equation 5 by a between-
person equation in which we predict the within-person mean on the
outcome from the within-person mean on the predictor, that is

�0i � �00 � �01x�i· � u0i, (7)

where the slope 	01 represents the between-person slope, that is
	01 � �(b). Plugging this between-person expression into the
within-person expression given in Equation 4, and replacing 	01

with �(b), and �1 with �(w), results in the combined expression

yit � �00 � �(b)x�i· � u0i � �(w)(xit � x�i·) � eit. (8)

This expression will prove useful for comparisons below.
Using the uncentered predictor xit in combination with the

sample means x� i·. An alternative approach to obtain the within-
person slope without it being biased due to the between-person
slope was first proposed by Mundlak (1978) and is known as the
contextual model. In this approach, the predictor xit is not centered,
but the within-person means x�i· are nevertheless included as a

(b)

(w)

(w)

(w)

X

Y

Figure 2. Example of clustered data with different within-person and
between-person slopes. Ellipses represent clusters, with �(w) as the within-
person slope; the cluster means (central points within the ellipses) form the
between-person level, with �(b) as the between-person slope. The dashed
slope 	01 is a weighted average of the within-person and between-person
slopes.
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between-person predictor of the random intercept. This can be
expressed as

yit � �0i
* � �1

*xit � eit (9)

�0i
* � �00

* � �01
* x�i· � u0i. (10)

By including Equation 10 in Equation 9, we get the combined
expression

yit � �00
* � �01

* x�i· � u0i � �1
*xit � eit. (11)

At first, it may not be obvious why in this model �1
* represents the

within-person slope. However, as explained by Hoffman (2014), the
cluster means x�i are correlated with the uncentered predictor xit, and
therefore they partly account for the same variance in the outcome; as
a result, their regression coefficients will reflect only their unique
contributions, which in the case of the uncentered predictor is the
within-person effect. Hence, we have �1

* � ��w�.
The parameter �01

* from Mundlak’s model represents the differ-
ence between the within-person and between-person slopes. To
show this, we first replace �1

* with �(w), and rewrite Equation 11 as

yit � �00
* � ��01

* � �(w)�x�i· � u0i � �(w)(xit � x�i·) � eit. (12)

Comparing this expression to the model in Equation 8, it can be
seen that these expressions are equivalent with �00

* � �00 and
��01

* � ��w�� � ��b�. Hence, �01
* � ��b� � ��w�, that is, Mundlak’s

�01
* represents the difference between the slopes.2 This parameter

is referred to as the compositional or contextual effect (cf. Rauden-
bush & Bryk, 2002), or as the incremental between-person effect
(Hoffman, 2014). It can be interpreted as the expected difference
on the outcome (e.g., heart rate) when we take two persons who
differ one unit in their within-person mean (average level of
exercise), and we observe them at an occasion when they have the
same score on the predictor (current amount of physical exercise).
Put simply, it is the effect of being a different person (see also
Raudenbush & Bryk, 2002, p. 141).

Using the latent mean �x,i rather than the sample mean x� i.
The multilevel approaches discussed above are based on using the
sample mean per person on the predictor, denoted as x�i. However,
Lüdtke et al. (2008) have shown that using the sample means tends
to result in bias in the estimation of the between-person slope,
especially when the lower level sample size (here: the number of
repeated measures) is small. To avoid this bias, we should use
latent mean centering, which is based on assuming the individual
means on the predictor also come from a distribution, and that the
sample mean is not an unbiased estimate of this (Lüdtke et al.,
2008). This latent mean centering can be done using software that
allows us to combine multilevel modeling with SEM, but—as we
will see later—it can also be done in a strictly SEM context.

Let �x,i and �y,i represent the latent (or true) means of individual
i on variables x and y respectively, that is �x,i � Et[xit] and �y,i �
Et[yit], where the expectation is taken over time. Then the multi-
level model can be expressed as

yit � 	y,i � �(w)(xit � 	x,i) � eit. (13)

	y,i � �00 � �(b)	x,i � u0i, (14)

or in combined form as

yit � �00 � �(b)	x,i � u0i � �(w)(xit � 	x,i) � eit. (15)

Similarly, we can also rewrite Mundlak’s contextual model
using the latent mean instead of the sample mean. Starting with the
combined expression given in Equation 11 for this and expressing
the contextual effect as �01

* � ��b� � ��w� and the within-person
slope as �1

* � ��w�, we get

yit � �00
* � (�(b) � �(w))	x,i � u0i � �(w)xit � eit, (16)

which is identical to Equation 15 with �00 � �00
* . We will use the

expression in Equation 16 to show how centering in multilevel
modeling is related to the FE versus RE concern.

Two Sides of the Same Coin

While the two concerns presented above—that is, FE versus RE
modeling, and how to disentangle the within-person and between-
person slopes—may seem unrelated at first, it can be easily shown
that they actually deal with the same underlying issue. Here, we
first show this analytically, and then point out others who have
discussed this connection as well.

Connection

When we compare the key expression from the FE–RE model-
ing debate (i.e., Equation 2), with the final expression of Mund-
lak’s model (i.e., Equation 16), we see they are identical with

c � �i � �00 � (�(b) � �(w))	x,i � u0i. (17)

This shows that if the model in Equation 16 (which is identical
to the model defined in Equations 13 and 14) is the data generating
mechanism and the truth is that there are different within- and
between-person slopes, then the intercept �i in Equation 2 will
necessarily be correlated with �x,i. From this it follows that �i will
be correlated with the time-varying predictor xit, because xit con-
sists of the within-person mean �x,i � Et[xit] plus a temporal
deviation from this. Hence, when ��b� 
 ��w�, then the concern that
is raised by those who advocate a FE approach is certainly legit-
imate. However, it should also be noted that there are various
multilevel modeling approaches that can be taken to successfully
tackle this issue, as was elaborated on in the previous section.

Based on Equation 17 we can also easily identify the two
specific scenarios under which �i will not be correlated with xit.
This is the case when: (a) the within-person and between-person
slopes are identical (i.e., �(b) � �(w)); or (b) there are no stable
between-person differences on the predictor (i.e., �x,i does not
differ across individuals). In those situations, the second term on
the right-hand side of Equation 17 drops out, and we are left with
c � 	00 and �i � u0i. This implies that the random intercept �i is
not correlated with xit, and estimating � with a multilevel model
based on Equation 2 will result in an unbiased estimate of the
within-person slope �(w) (cf. Mundlak, 1978).

In all other scenarios, using a multilevel approach based on
Equation 2 is problematic: It leads to the infamous “uninterpre-
table blend” of �(w) and �(b) discussed in the multilevel literature,
and the biased causal effect estimate due to a violation of the

2 The equivalence between these two expressions only holds when there
is a fixed slope; when the slope is random, it no longer holds (cf. Snijders
& Bosker, 2012).
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assumption of uncorrelated intercept and the predictor as described
in the FE–RE modeling literature. Hence, while presented in very
different manners, these two concerns are at their core really
identical.

Others About the Connection

This connection between the FE–RE models on the one hand,
and the different versions of a multilevel model on the other hand,
has been noted before. However, most of the sources that deal with
this connection are written from a FE–RE rather than a multilevel
perspective; this makes these sources less appealing and accessible
for an audience of psychologists, who tend to be familiar with
multilevel modeling, but not with the FE–RE debate. Furthermore,
many of these presentations are rather brief and may be easily
overlooked: For instance, Wooldridge (2013) spends a little over
two pages on it in a book that contains more than 800 pages.

One of the first sources that deals with this connection is the
2005 book by Allison. Allison (2005) proposes a hybrid model
(which he now refers to as the within-between model), in which the
predictor is cluster-mean centered. He explicitly mentions the
connection with group-mean centering in the multilevel literature,
but adds that “this literature has not generally made the connection
to fixed effects models nor has it been recognized that group-mean
centering controls for all time-invariant covariates” (Allison, 2005,
p. 33). Raudenbush (2009) also discusses this model from a
FE–RE perspective, referring to person mean centering as adaptive
centering.

A year earlier, Halaby also pointed out that “nothing is gained
by distinguishing within- and between-unit variation” (Halaby,
2004, p. 520), when the individual component �i and the time-
varying predictors xit are uncorrelated. However, when they are
correlated or one is not sure whether they are, his proposal is to
include the cluster means on the predictors in the multilevel model
(i.e., Mundlak’s contextual model), referring to this as “a middle
ground” between FE and RE approaches (Halaby, 2004, p. 530).
Wooldridge (2013) proposes what he refers to as the correlated
random effects (CRE) approach, which is also identical to Mund-
lak’s contextual multilevel model as presented in Equation 11.
Others have argued that the Hausman test, which is widely used to
choose between the FE and the RE approach, is actually a test for
checking whether the within and between slopes are identical or
not (e.g., Snijders & Bosker, 2012, p. 57).

The most elaborate and animated treatment of the connection
can be found in the recent article by Bell and Jones (2015). They
build a compelling case for multilevel modeling, arguing that,
while the problem of endogeneity is very real, the point is that we
should simply use the right multilevel model to tackle it (i.e., based
on person mean centering the time-varying covariate and/or in-
cluding these means as a predictor at the between-level). They
emphasize that presenting this as “a ‘hybrid’ or ‘compromise’
approach between FE and RE” (Bell & Jones, 2015, p. 144) is not
doing justice to the historical presence of this approach in the
multilevel literature. Their article is not well known among psy-
chologists, but was recently discussed by McNeish and Kelley
(2019); however, the latter authors continue to present the multi-
level model that disentangles within-person and between-person
slopes as a hybrid solution rather than as one of the original
versions of multilevel modeling that it truly is.

It is humbling to realize that Mundlak already discussed the
issue in great detail in his article from 40 years ago (cf. Mundlak,
1978). Although multilevel modeling did not exist at the time,
researchers were concerned about how to obtain an unbiased
estimate of the within-person slope, and they were arguing at the
time that a FE approach should be preferred over a RE approach,
which was then based on generalized least squares estimation.
Mundlak (1978) indicated that the whole FE versus RE debate
“has been based on an imaginary difference” (p. 70), and that the
RE model will lead to an estimate of the within-person slope if
the model is specified correctly. His solution—as we described
above—is based on including both the uncentered predictor and
the within-person means on the predictor into the model. Unfor-
tunately, this early and highly relevant article did not have the
impact on the FE–RE literature that is should have had.

Simulations

Above, we have seen that there are roughly four ways to
approach these data within a multilevel framework. Specifically,
we can: (a) use the uncentered predictor to get an estimate of �; (b)
center the predictor with the cluster mean to get an estimate of
�(w); (c) center the predictor with the cluster mean, and use the
cluster mean as a predictor for stable differences between the
cluster on the outcome variable to get estimates of �(w) and �(b);
and (d) use the uncentered predictor, and include the cluster mean
as a predictor for the stable individual specific intercept to get
estimates of �(w) and the contextual effect �(b) � �(w). Further-
more, we have seen that Allison also developed SEM approaches
that parallel the first two multilevel approaches. In this section we
illustrate how each of these four approaches can be implemented in
practice using either multilevel regression analysis or structural
equation modeling, and compare the results that are obtained with
this.

Specifically, we will present two simulation studies. The goal of
the first simulation study is to introduce the different ways to
model these data, and to see how these are related. The goal of the
second simulation is to compare these methods with respect to the
inferences based on the slope estimates.

Simulation Study 1

The first simulation study is performed to introduce nine differ-
ent analysis methods: Five of these methods are based on multi-
level regression modeling with the data in long format, while four
others are based on SEM with the data in wide format. We us a
single data set to compare the numerical results obtained with
these methods.3

Data generation. We simulated the data using R. Specifically,
we created a single data set consisting of four time points and
5,000 cases. We used a large sample size to avoid small sample
artifacts (cf. Bou & Satorra, 2017). The within-person slope �(w)

was set to one, such that the within-person expression for our
model is

yit � 	y,i � 1(xit � 	x,i) � eit. (18)

3 The codes for simulating and analyzing these data are provided as
online supplemental material.
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We set the variance of the within-person centered predictor (i.e.,
var(xit � �x,i)) to 1, and the variance of the residual (i.e., var(eit))
also to one. For the between-person expression we set the grand
intercept 	00 equal to zero, and the between-person slope �(b)

equal to two, so we have

	y,i � 2	x,i � u0i. (19)

We set the variance of the person means on the predictor (i.e.,
var(�x,i)) to four, and the residual (i.e., var(u0i)) to one. Hence, the
between-person variability on the predictor is larger than the
within-person variability on the predictor (i.e., the ratio of predic-
tor variances is 4:1), and the between-person slope is also larger
than the within-person slope (i.e., the ratio of slopes is 2:1).

Nine analysis methods. As discussed by Bou and Satorra
(2017), longitudinal data can be organized in two different ways. In
the univariate approach, which is based on data in long-format, the
repeated measures of a single case are represented by separate rows
that are identified to belong to the same case by a clustering variable.
In contrast, in the multivariate approach, which is based on the data in
wide-format, each repeated measure is a separate variable (repre-
sented by a different column), and the rows represent independent
cases. Bou and Satorra (2017) compared several FE and RE methods
from each of these two categories. The methods we use here partly
overlap with the methods they used. In total, we consider nine differ-
ent methods, which are summarized in the left part of Table 1.

In the category of univariate/long-format approaches, we make
use of five distinct multilevel models. Method L1 is based on the
raw score xit (i.e., no centering), which is identical to the univariate
method for the RE model used by Bou and Satorra (2017), and
which is known to result in a slope � that forms a mix of the
within-person and between-person slopes (Bell & Jones, 2015;
Enders & Tofighi, 2007; Kreft et al., 1995; Raudenbush & Bryk,
2002; Snijders & Bosker, 2012). Method L2 uses cluster-mean
centering of the predictor, and is arguably the gold standard in the
multilevel literature at this point. It is known to result in an
estimate of the within-person slope (Bell & Jones, 2015; Enders &
Tofighi, 2007; Kreft et al., 1995; Raudenbush & Bryk, 2002;
Snijders & Bosker, 2012). Methods L3a and L3b are both based on
cluster-mean centering of the predictor and adding the cluster
mean at the between-person level as a predictor of the random
intercept. This corresponds to the hybrid model proposed by Al-
lison (2005). It results in the estimation of both the within-person
slope and the between-person slope (Bell & Jones, 2015; Kreft et
al., 1995; Raudenbush & Bryk, 2002; Snijders & Bosker, 2012),
and is an approach that is also often used in multilevel modeling.
The difference between the two versions considered here is that
L3a is based on using the sample mean, while L3b is based on
latent centering (Lüdtke et al., 2008). Finally, Method L4 is
Mundlak’s contextual model, which is what Wooldridge referred
to as the CRE model (Wooldridge, 2013). It is based on the raw
score predictor xit, with the cluster means included as a predictor
of the random intercept. This model is known to lead to estimates
of the within-person slope �(w) and the contextual effect �01

* �

��b� � ��w� (Bell & Jones, 2015; Kreft et al., 1995; Mundlak, 1978;
Raudenbush & Bryk, 2002; Snijders & Bosker, 2012).

For the multivariate/wide-format methods, we make use of these
same two SEM models used by Bou and Satorra (2017), which were
proposed by Allison (2005; see also Bollen & Brand, 2010), and
which are represented in Figure 1. In both models, the random

intercept �i is modeled as a latent variable with the y’s as its indica-
tors. Method W1 is a model in which this random intercept is not
allowed to correlate with the x-variables; this is thus referred to as a
RE model, and is likely to result in a biased estimate of the effect of
x on y. Method W2 is a model that allows for a correlation between
the random intercept �i and the x-variables; hence, it is referred to as
a FE approach, and it is known to lead to an unbiased estimate of the
within-person slope �(w) (Allison, 2005; Bollen & Brand, 2010; Bou
& Satorra, 2017).

We consider two alternative multivariate/wide-format SEM
methods, which are represented in Figure 3. Method W3 is closely
related to the SEM model proposed by Curran, Lee, Howard, Lane,
and MacCallum (2012).4 It is based on modeling the time-invariant
parts of xit and yit as latent variables, �x,i and �y,i, respectively,
where the latter is regressed on the former, allowing us to estimate
both the within-person slope �(w) and between-person slope �(b).
Hence, this method is akin to Method L3b. Finally, Method W4
can be considered the SEM version of Mundlak’s contextual
model, in which yit is regressed on xit, while the time-invariant part
of the predictor (i.e., �x,i) is used as a predictor of the intercept �i.
This model thus provides estimates of the within-person slope �(w)

and the contextual effect �01
* � ��b� � ��w�.

Results. For Methods L1, L2, L3a, and L4, we compared the
results obtained with Mplus (Muthén & Muthén, 1998–2017), to
those obtained with lmer in R (using full maximum likelihood
estimation, rather than the default restricted maximum likelihood
estimation; Bates, Mächler, Bolker, & Walker, 2015). The differ-
ences were ignorable (i.e., only a few differences on the third
decimal of standard errors); note however that these differences
can become larger when the number of cases is smaller. For
Method L3b we used Mplus, as it requires latent mean centering,
which is not possible with lmer. For the methods in wide-format
we also used Mplus, and we imposed constraints over time (as the
data were also generated using these constraints); this resulted in
the exact same model fit for Methods W2–W4. The parameter
estimates for all nine methods are presented in the right part of
Table 1. The following comments can be made about this.

First, the two methods that have been identified as versions of
the RE model (i.e., L1 and W1), both result in a slope estimate of
1.320; this can be thought of as a blend of the within-person slope
of 1.00 and the between-person slope of 2.00. All the other
methods result in a within-person slope estimate of 1.012, which
will be identical to the within-person slope estimate obtained with
FE methods.

Second, Methods L3a, L3b, and W3 result in an estimate of the
between-person slope. Method L3a is based on using the sample
mean to center the predictor, and this results in a between-person
slope estimate of 1.938. Methods L3b, and W3 are both based on
latent centering—either in univariate/long-format or in multivari-
ate/wide-format—and they both result in the same between-person
slope estimate of 1.996. This is in line with results reported in
Lüdtke et al. (2008), who showed that latent mean centering solves

4 This SEM approach can also be thought of as the latent growth curve
model with a time-varying covariate proposed by Curran et al. (2012), but
without the random slope for time, and without the constraints on the grand
means/intercepts over time.
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the bias associated with sample mean centering in multilevel
models.

Third, Methods L4 and W4 result in the estimation of the
contextual effect, which is the difference between the between-
person slope and the within-person slope. By considering the
significance of this parameter, one can test whether there is a
difference in the within- and between-person slope, and thus
whether a FE model is necessary, or that a RE model suffices (Bell
& Jones, 2015; Wooldridge, 2013). From the contextual effect and
the within-person slope, we can compute the between-person
slope; for Method L4 this is 1.012 
 0.926 � 1.938, which is
identical to the between-person slope estimate from Method L3a,
which is also based on using the sample mean; for Method W4 it
is 1.012 
 0.984 � 1.996, which is identical to the between-person

slope obtained with methods based on latent mean centering (i.e.,
Methods L3b and W3).

In sum, the simulation presented here shows that there are four
different slopes that may be estimated, that is: (a) the within-person
slope �(w), which can be obtained with all methods except for L1 and
W1; (b) the between-person slope �(b), whose point estimate depends
on whether or not latent mean centering was used; (c) the weighted
average between these two �, which is only obtained with L1 and W1;
and (d) the contextual effect �01

* � ��b� � ��w�, which also depends on
whether or not latent mean centering was used. In general, these four
slopes will not be the same. It is therefore crucial researchers under-
stand which slope they are estimating, and whether this is in fact the
slope one is interested in.

Table 1
Modeling Methods Used and the Slope Estimates for a Simulated Data Set Consisting of Four Waves and 5,000 Cases

Method �(w) � 1 �(b) � 2 � 	01 � �(b) � �(w)

L1: yit � 	00 
 u0i 
 �xit 
 eit 1.320 (.011)
L2: yit � �00 � u0i � ��w��xit � x�i·� � eit 1.012 (.008)
L3a: yit � �00 � ��b�x�i· � u0i � ��w��xit � x�i·� � eit 1.012 (.008) 1.938 (.008)
L3b: yit � 	00 
 �(b)�x,i 
 u0i 
 �(w)(xit � �x,i) 
 eit 1.012 (.008) 1.996 (.009)
L4: yit � �00

* � �01
* x�i· � u0i � ��w�xit � eit 1.012 (.008) .926 (.012)

W1: yit � c 
 �i 
 �xit 
 eit cor (�i, xit) � 0 1.320 (.010)
W2: yit � c 
 �i 
 �(w)xit 
 eit cor (�i, xit) � 0 1.012 (.008)
W3: yit � 	00 
 �(b)�x,i 
 u0i 
 �(w)(xit � �x,i) 
 eit 1.012 (.008) 1.996 (.009)
W4: yit � �00

* � �01
* 	x,i � u0i � ��w�xit � eit 1.012 (.008) .984 (.013)

Note. Slope estimates with standard errors in parentheses as obtained with nine modeling methods for a single dataset generated with the model in
Equations 13 and 14. Methods L1–L4 are based on multilevel regression analysis with the data in univariate/long-format, while methods W1–W5 are based
on SEM with the data in multivariate/wide-format. Methods L1 and W1 are RE models that do not allow for a correlation between the predictor and the
intercept; all other models account for a correlation between the random intercept �i and the predictor xit, either through: (a) centering the predictor
(Methods L2, L3a, L3b, and W3); (b) explicitly including the correlation (Method W2); or (c) using a contextual modeling approach (Methods L4 and W4).
Resulting slopes are: the within-person slope �(w), the between-person slope �(b), the weighted average �, and the contextual effect 	01.

Y1 Y2 Y3 YT

X2(w) X3(w) XT(w)…X1(w)

(w) (w) (w) (w)

(b)

Y1 Y2 Y3

X1 X2 X3

YT

XT…

01 (w) (w) (w) (w)

x

X1 X2 X3 XT…

x

y

Figure 3. Two structural equation modeling approaches to longitudinal data in wide-format, which allow for
a relationship between the random intercept and the predictor. Model on the left represents Method W3 in Table
1, and is based on centering the predictor per person using the latent mean �xi, and regressing the outcome
variable on the within-person centered predictor (denoted as xit

(w)). This results in the within-person slope �(w).
In addition, the person mean on the outcome is regressed on the person mean on the predictor, resulting in the
between-person slope �(b). Model on the right represents Method W4 in Table 1, and is based on regressing the
outcome variable on the predictor, while using the latent mean per person on the predictor to predict the intercept
of the outcome. This results in the within-person slope �(w), and the contextual effect 	01 � �(b) � �(w).
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Simulation Study 2

The second simulation study is performed to see whether the
equivalences between the diverse analyses methods also hold in
more realistic sample sizes, and whether the statistical inferences
are similar across the different methods. Hence, instead of using a
single replication based on a large number of cases, we generated
1,000 replication based on 100 cases. We did this for both a small
number of time points, T � 4, and with a large number of time
points, T � 40; these two forms of data are referred to as panel data
and intensive longitudinal data respectively (cf. Collins, 2006).

Data generation and analysis. In the second study, we again
simulated data with R. The within-person equation was character-
ized by a within-person slope of one, that is,

yit � 	y,i � 1(xit � 	x,i) � eit. (20)

We set the variance of the within-person centered predictor (i.e.,
var(xit � �x,i)) to one, and the variance of the residual (i.e.,
var(eit)) to four. For the between-person expression we set the
grand intercept 	00 equal to zero, and the between-person slope
�(b) equal to 0.5, so we have

	y,i � 0.5	x,i � u0i. (21)

We set the variance of the person means on the predictor (i.e.,
var(�x,i)) to four, and the residual (i.e., var(u0i)) to four. As a
result, the intraclass correlation is 0.8 for x and 0.5 for y. More-
over, the correlation between x and y is 0.45 at both levels.

Results. For intensive longitudinal data, it is impractical (or
simply impossible) to use the wide-format approaches; therefore,
we only performed the long-format approaches when T � 40. For
T � 4, we applied all the possible modeling methods, but based on
the results from the previous simulation, we focus primarily on the
results for Methods L3a, L3b, and W3 here. In Table 2 the results
based on four time points (left), and on 40 time points (right) are
presented. It contains: (a) the average slope estimate across 1,000
replications (i.e., �̂�); (b) the standard deviation across 1,000 rep-

lications of the point estimates (i.e., SD(�̂)); (c) the average stan-
dard error (i.e., SE�), which should be close to the standard devi-
ation of the point estimates; and (d) the coverage rate of the 95%
confidence intervals of the point estimates, which should be close
to 0.95.

When considering the results for T � 4, we see that for the
within-person slope, the standard error tends to be overestimated
(i.e., mean standard error is larger than standard deviation of the
point estimates), which results also in inflated coverage rates:
These are 0.958 and 0.960 for the two long-format approaches L3a
and L3b, respectively, and even 0.965 for the wide-format ap-
proach W3. However, this is accompanied by superior results
obtained by W3 for the estimation of the between-person slope: In
comparison with Method L3a, Method W4 leads to an average
estimate for �(b) that is closer to the true value, and in comparison
with both long-format approaches L3a and L3b, Method W4 leads
to a coverage rate for this parameter that is close to the desired 0.95
(i.e., it is 0.947), while the long-format approaches result in lower
coverage rates (i.e., 0.932 when using L3a based on the sample
mean, and 0.935 when using L3b based on latent mean).

When comparing the results obtained for T � 4 and T � 40, it
is noteworthy that for the within-person slope �(w), when T � 4 the
average standard error was larger than the standard deviation of the
sampling distribution, but that when T � 40 this has actually
reversed; this explains why when T � 4 the coverage rate was
larger than 0.95, while for T � 40 is has become smaller than 0.95.
Moreover, while latent mean centering (L3b) is certainly preferred
over sample mean centering (L3a) when T � 4, this is no longer
the case when T � 40. Finally, we see that for the between-person
slope �(b) both long-format approaches L3a and L3b result in an
average standard error that underestimates the sampling standard
deviation, and that this discrepancy increases as T increases; as a
result, the coverage rates for this parameter are lower than the
preferred 0.95, and are lower for T � 40 than for T � 4.

Table 2
Slope Estimates for Simulated Data With 1,000 Replications, Each Consisting of 100 Cases at Four Waves and 40 Waves

Parameter Method

T � 4 T � 40

�̂� SD(�̂) SE� Cov. rate �̂� SD(�̂) SE� Cov. rate

� L1 .7568 .0800 .0832 .176 .9617 .0317 .0312 .746
W1 .7571 .0801 .0827 .173

�(w) � 1 L2 1.0036 .1099 .1139 .958 .9998 .0322 .0318 .944
W2 1.0036 .1099 .1154 .965
L3a 1.0036 .1099 .1139 .958 .9998 .0322 .0318 .944
L3b 1.0036 .1098 .1139 .960 .9998 .0322 .0318 .944
W3 1.0036 .1099 .1154 .965
L4 1.0036 .1099 .1139 .958 .9998 .0319 .0318 .945
W4 1.0036 .1099 .1154 .965

�(b) � .5 L3a .5318 .1091 .1076 .932 .4994 .1076 .0999 .927
L3b .5015 .1169 .1150 .935 .4962 .1083 .1005 .926
W3 .5014 .1171 .1163 .947

�(b) � �(w) � �0.5 L4 �.4717 .1596 .1568 .939 �.5004 .1101 .1048 .938
W4 �.5022 .1700 .1693 .944

Note. Results obtained for slope estimates from 1,000 replications generated with the model in Equations 13 and 14 and analyzed using nine different
modeling methods (see Table 1 for the methods). The slopes are: the weighted average �, the within-person slope �(w), the between-person slope �(b), and
the contextual effect �(b) � �(w). Columns contain the average point estimate �̂� , the standard deviation of the point estimates SD(�̂), the average standard
error of the point estimates SÊ, and the coverage rate of the 95% confidence interval of the slope.
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Possibilities and Consequences of Random Slopes

So far we have assumed that there was one within-person slope
�(w), which applies to all individuals. However, it is also possible
that each person is characterized by their own slope �i

(w), which
comes from a normal distribution with a mean (i.e., the fixed or
average effect) and a variance (making it a random effect). Here
we briefly present a key model that includes a random slope, and
then discuss how this affects the model equivalences we presented
above for models with a common slope for all cases.

Model With a Random Slope

The possibility to incorporate random slopes is identified as one
of the key advantages of the multilevel approach to longitudinal
data (Bell & Jones, 2015). Such models are considered especially
useful in the analyses of intensive longitudinal data, which consist
of many repeated measurements per person and where the focus is
primarily on individual differences in the effect of a time-varying
covariate on an outcome (e.g., Bolger & Laurenceau, 2013; Ge-
schwind, Peeters, Drukker, van Os, & Wichers, 2011; Wichers et
al., 2009). Intensive longitudinal data are becoming increasingly
more popular in the social and behavioral sciences, as well as other
fields like health research and epidemiology, where it is obtained
with techniques known as ambulatory assessments, ecological
momentary assessment, and experience sampling (Hamaker &
Wichers, 2017; Trull & Ebner-Priemer, 2013). However, random
slopes may also be of interest in more traditional panel research,
consisting of a relatively small number of repeated measures.

The multilevel model with a random slope can be expressed as

yit � 	y,i � �i
(w)(xit � 	x,i) � eit (22)

	y,i � �00 � �(b)	x,i � u0i (23)

�i
(w) � �10 � �11	x,i � u1i (24)

where the third equation shows that the random slope can be a
function of the mean in x. The model as expressed here can be
estimated using any multilevel approach that allows for latent
mean centering. Note that when x is grand mean centered prior to
the analysis, this implies that the mean of �x,i is zero, so that 	10

in Equation 24 represents the average within-person slope.
Suppose that xit is a measure of stress (which is grand mean

centered), and yit is a measure of anxiety in individual i at occasion
t. Then the model specified in Equations 22–24 can inform us on
three critical relationships, captured by �(b), 	10, and 	11. First,
when �(b) � 0, this implies that individuals that on average report
more stress also tend to experience more anxiety than individuals
lower on average stress. Second, when 	10 � 0, this implies that
for the average person a temporary elevated level of stress (i.e.,
xit � �x,i) predicts a temporary increase in anxiety. Third, when
	11 � 0, this implies that individuals with a higher average stress
level also tend to respond more strongly to temporary increases in
stress than individuals with a lower average stress level.

Consequences of a Random Slope for Model
Equivalences

To extend Mundlak’s model with a random slope, we can write

yit � 	y,i � �i
*xit � eit (25)

	y,i � �00
* � �01

* 	x,i � u0i (26)

�i
* � �10

* � �11
* 	x,i � u1i. (27)

The question now is whether this model is still identical to the
model in Equations 22–24. To this end, we need to get the
combined expressions for both models, which means we plug
the expressions for �y,i and �i

(w) into the Level 1 expression. For
simplicity, we assume that 	11 � 0 and �11

* � 0 here, so that the
expression for the random slope simplifies to �i

(w) � 	10 
 u1i and
�i

* � �10
* � u1i.

Then we can write Equation 22 as

yit � �00 � (�(b) � �10)	x,i � �10xit � u0i � u1ixit � u1i	x,i � eit

(28)

and Equation 25 as

yit � �00
* � �01

* 	x,i � �10
* xit � u0i � u1i

* xit � eit. (29)

In comparing Equations 28 and 29 we see that, even when
�01

* � ��b� � �10 and u1i � u1i
* , these two expression will not be the

same: The first expression includes the term u1i�x,i, which is not
included in the latter. This shows that, when we extend the models
with a random slope, they are no longer reparametrizations of each
other; instead, these models will have a different fit, and the
parameters of the one cannot be expressed as functions of the
parameters of the other (see also Snijders & Bosker, 2012).

Guidelines for Model Selection

To support the decision making process for what modeling
method to use, Table 3 provides an overview of features that are
present or absent in each approach. This overview is not exhaus-
tive, but we consider these the most important ones to consider.

First of all, it is indicated in the first three columns whether the
modeling method results in an estimate of the within-person slope
�(w), the between-person slope �(b), and/or the contextual effect
	01. Note that if we get two of these three, the third can be
computed from the other two, which we have then indicated in
parentheses. In general, we believe the within-person and between-
person slopes are most interesting, although there may research
areas where the contextual effect is the main feature of interest.

Second, we indicated whether standardized within-person slope
and/or the standardized between-person slope can be obtained, as
these may be of interest as measures of the effect sizes at each
level. Standardized results are not commonly included in multi-
level modeling, because there are diverse ways to standardize
slopes. Schuurman, Ferrer, de Boer-Sonnenschein, and Hamaker
(2016) argued that standardizing a within-person slope should be
done with the within-person standard deviations, while between-
person slopes should be standardized with between-person stan-
dard deviations. This has now been implemented in Mplus, and
can be obtained for the model with a common slope using maxi-
mum likelihood estimation, and for models with a random slope
using the Bayesian multilevel module (cf. Asparouhov, Hamaker,
& Muthén, 2018).

In the SEM approaches it is fairly easy to obtain standardized
results, but one should be careful with these for the same reason as
discussed above: Depending on how the model is specified, stan-
dardization will occur using the total, within-person or between-
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person standard deviation. Of the methods presented, only W3
will lead to a between-person slope that is standardized using
the between-person standard deviations for both x and y. How-
ever, the within-person slope in this approach is standardized with
the within-person standard deviation on x and the total standard
deviation on y (see also Figure 3), which is thus not a true
within-person standardization. Instead, to obtain the within-person
standardized slope, the y variable needs to be decomposed in the
same manner that the x variable was decomposed, with a separate
within-person component.

Third, we distinguish between panel data, which consist of a
relatively small number of repeated measures (say T  10), and
intensive longitudinal data, which consist of a relatively large
number of repeated measures. Both forms of data can be handled
using a long-format, multilevel approach, but the wide-format
SEM approach becomes impractical when the number of repeated
measures increases: It is inconvenient to specify the model then,
and the inversion of the associated covariance matrix may become
computationally impossible.

Fourth, we may be interested in extending these models with a
random slope that varies across individuals (as discussed in the
previous section), or with slopes and variances that vary over time.
Individual differences in the slope in general require a long-format
approach. Time-varying parameters are easily realized in wide-
format, simply by relaxing the constraints over time. In long-
format, time-varying parameters can be realized through the in-
clusion of dummy variables that represent different waves, and
allowing for interactions with the predictor so the within-person
slope can vary over time.

Fifth, in all models it is easy to include time-invariant covariates
as predictors of the random intercept of y. However, the substan-
tive interpretation of the random intercept—and thus the prediction
of it—depends on the centering of the time-varying covariate x. If
x was centered per person, then the intercept at the within-person
level represents the individual mean, which can be interpreted as

the person’s trait or equilibrium. However, when x is not centered
per person, the intercept at the within-person level represents the
expected score on y for person i at occasion t, when their predictor
xit is zero. This may be rather uninformative, especially if a zero
score is not even possible on x. The mean on y for person i can be
expressed as a function of the intercept, the (random) slope, and
the mean on x for person i. Hence, the predictive relationship
between a time-invariant covariate and the mean will in general be
different than that between the time-invariant covariate and the
intercept. Hence, when the interest is in the effect of a time-
invariant covariate, we advise person mean centering of the time-
varying covariate in the within-person equation.

To conclude, from Table 3 it can be seen that Methods L3a and
L3b include most of the features: These methods can accommo-
date traditional panel data as well as intensive longitudinal data,
include random slopes, separate within from between slopes, and
provide standardized slopes per level. When choosing between
these two options, we prefer L3b, based on latent within-person
centering, as it overcomes the bias associated with sample mean
centering, which is especially relevant for panel data.

Empirical Application

We make use of a dataset that was made available by Bring-
mann et al. (2013), and that originates from Geschwind, Peeters,
Drukker, van Os, and Wichers (2011).5 These data come from 128
individuals who reported on their momentary somberness at ran-
dom occasions during the day, 10 times a day for 6 days, resulting
in a maximum of 60 measurements per person. Participants were
also asked to report on the most important event that took place

5 The data were downloaded from this website: http://journals.plos.org/
plosone/article?id�10.1371/journal.pone.0060188. We considered only
the pretreatment phase in our analyses. We obtained permission from N.
Geschwind and M. Wichers to use these data.

Table 3
Guidelines for Choosing a Modeling Method

Slopes
Standardized

slopes
Data

suitability Extensions

Method
Within slope

�(w)
Between slope

�(b)
Contextual effect

�(b) � �(w)
Standardized
within slope

Standardized
between slope Panel data

Intensive
longitudinal data

Person-specific
slopes

Time-varying
slopes

L1 � � � � � 
 
 
 (
)e

L2 
 � � (
)c � 
 
 
 (
)e

L3a 
 
 (
)b (
)c (
)c 
 
 
 (
)e

L3b 
 
 (
)b (
)c (
)c 
 
 
 (
)e

L4 
 (
)a 
 � � 
 
 
 (
)e

W1 � � � � � 
 � � 

W2 
 � � � � 
 � � 

W3 
 
 (
)b (
)d 
 
 � � 

W4 
 (
)a 
 � � 
 � � 


Note. Features of the diverse long-format, multilevel modeling methods (L1–L4) and wide-format, structural equation modeling methods (W1–W4),
where 
 implies present and � implies absent. Some features are denoted as partly present (
), meaning:
a Between-person slope can be computed using the contextual effect and the within-person slope. b Contextual effect can be computed using the
within-person slope and the between-person slope. c Standardized parameters are typically not included in multilevel software, but can be obtained in
Mplus with maximum likelihood estimation for models without a random slope, and with Bayesian estimation for models with random slopes. d Stan-
dardized within-person slope can be obtained using a further decomposition of the outcome variable into a within-person and a between-person part, akin
to what is done with the predictor; and e Time-varying slopes can be accomplished by adding dummy variables for occasions, and including interactions
between these dummy variables and the within-person predictor.
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since the previous beep, and indicate the degree to which this was
pleasant or unpleasant.

We will consider the pleasantness of events (EV) as a predictor
for somberness (SO). It is important to note that due to the
instructions that were used (i.e., “at this moment” vs. “since the
previous beep”), there is an implicit lagged relationship between
these variables, even though they were measured at the same time.
Furthermore, we will also include a measure of the personality trait
neuroticism (N), a time-invariant covariate that was measured
prior to the intensive longitudinal data collection period, and
investigate whether this trait predicts individual differences in
means on both the event variable and the somberness measure-
ments.

Descriptives

Three individuals had no variation on the outcome variable; they
were by default excluded from the analysis by Mplus. The intra-
class correlation for SO was 0.33, indicating that 67% of the
observed variance in somberness is within-person variance, while
33% can be considered as trait-like, between-person variance. In
contrast, the intraclass correlation of pleasantness of events was
0.09, implying that only 9% of the variance in reported pleasant-
ness of events can be considered as stemming from stable,
between-person differences, while 91% of the variability is within-
person.

As indicated, the maximum number of time points was 60;
however, most participants had missing data. The smallest number
of observations per person was 20, and the average number of
observations per person was 47.9.

Analysis

Based on Table 3, we see that because we are dealing with
intensive longitudinal data, the long-format approaches are suit-
able. Moreover, we want to obtain both within-person and
between-person slopes, which narrows our options down to L3a
and L3b. We prefer latent mean centering (L3b) over observed
mean centering (L3a), as earlier work has shown latent mean
centering to be superior (Asparouhov & Muthén, 2018); note
though that—in line with Figure 3 of Asparouhov and Muthén
(2018)—our simulations have shown that this advantage disap-
pears with increasing number of time points.

The within-person model we use can be expressed as

EVit � 	EV,i � EVit
(w)

SOit � 	SO,i � �(w)EVit
(w) � eit

where the first equation decomposes the predictor into a within-
person part EVit

(w) and a between-person part �EV,i, while the
second equation decomposes the outcome variable in a between-
person part �SO,i and a within-person part, and the latter part is to
some extent predicted by EVit

(w), and partly unpredicted (i.e., eit).
At the between-person level we specify the model as

	EV,i � �00 � �01Ni � u0i,

	SO,i � �10 � �11Ni � �(b)	EV,i � u1i

which implies that the individual mean on the outcome (�SO,i) is
regressed on the individual mean on the predictor (�EV,i) and the

time-invariant covariate neuroticism. The mean on the predictor
(�EV,i) is also regressed on the time-invariant covariate neuroti-
cism, which implies neuroticism has a direct effect (i.e., 	11) and
an indirect effect (i.e., �01�

�b�) on somberness.

Results

The within-person slope �(w) is estimated to be �0.204 (SE �
0.014, p  .001), while the between-person slope �(b) is estimated
to be �0.796 (SE � 0.139, p  .001). The first slope describes the
comparison on somberness at two occasions within the same
person, where these occasions differ one unit in momentary pleas-
antness of events. The second slope describes the comparison on
average level of somberness between two different individuals,
where these individuals differ one unit in their average pleasant-
ness of events (while also controlling for neuroticism). It thus
shows that comparing two individuals that differ one unit on
pleasantness of events leads to a larger expected difference in
somberness than comparing two occasions within the same indi-
vidual that differ one unit on pleasantness of events.

To determine the relative importance of pleasantness of events
at each level, however, we should consider the standardized re-
sults. The standardized slope at the within-person level is �0.260
(SE � 0.016, p  .001), and at the between-person level it
is �0.441 (SE � 0.074, p  .001). Hence, while the unstandard-
ized between-person slope was about four times larger than the
unstandardized within-person slope, the standardized between-
person slope is less than twice as large as the standardized within-
person slope. This is related to the fact that the two variables have
such different intraclass correlations.

Finally, neuroticism is a predictor of both the persons’ average
levels of pleasantness of events and somberness. The (between-
level) standardized direct effect of neuroticism on somberness is
0.329 (SE � 0.073, p  .001), and the (between-level) standard-
ized indirect effect through pleasantness of events is 0.114 (SE �
0.052, p � .028), such that the total (between-level) standardized
effect is 0.443 (SE � 0.070, p  .001). This implies that individ-
uals who score higher on neuroticism tend to experience higher
levels of somberness, which is only partly mediated through the
experience of (un)pleasantness of events.

Discussion

In the current article we have pulled together several strands of
literature on how to model clustered longitudinal data. First, we
have discussed the fundamental connection between the FE–RE
debate and centering of a time-varying covariate in longitudinal
research. Although this connection has been known for over 40
years, it has gone largely unnoticed and is rarely covered in
longitudinal modeling teachings. Moreover, most of the existing
publications on this topic target researchers from disciplines like
sociology, (micro)econometrics, and political sciences, as reflected
by the assumed background knowledge and the jargon that is used.
The current article complements these treatments by using the
modeling methods and terminology that are common in psychol-
ogy instead. Second, we have elaborated on the connection be-
tween the long-format multilevel modeling approach and the wide-
format SEM approach, and showed how these approaches are
related. In doing so, we have once again underscored the impor-
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tance of separating within-person fluctuations from the between-
person differences in both approaches, through centering the time-
varying predictor and/or including the cluster means as a predictor
at the between-person level.

With this article we aimed to target multilevel users who have
become alarmed after being confronted with the rather negative
portrayal of random effects models in other disciplines, which
seem to condemn multilevel modeling altogether. We show that
this criticism is only relevant to one particular form of multilevel
modeling: multilevel modeling based on the raw Level 1 predictors
or on grand mean centering the Level 1 predictors. Indeed, this
approach fails to correctly separate the within-person level from
the between-person level, which has been widely acknowledged in
the multilevel literature (e.g., Bolger & Laurenceau, 2013; Enders
& Tofighi, 2007; Hoffman, 2014; Kreft et al., 1995; Nezlek, 2001;
Raudenbush & Bryk, 2002; Snijders & Bosker, 2012; Wang &
Maxwell, 2015). Yet, this problem is easily overcome by using
within-person centering of the time-varying predictor and/or in-
cluding the cluster mean as a predictor at the between level. We
have shown multiple multilevel and SEM methods that can be used
to reach this goal.

There are several model extensions the reader is likely to be
interested in, most notably with trends, lagged reciprocal relation-
ships, and the combination of these two. When both x and y are
characterized by trends (e.g., increasing or decreasing trajectories,
or repetitive cycles) that are left unaccounted for in the model, this
will lead to bias in the estimation of �(w) (Liu & West, 2016; Wang
& Maxwell, 2015). Wang and Maxwell (2015) showed that to
account for a trend, one can either: (a) detrend the predictor; (b)
detrend the predictor and the outcome; or (c) include the trend as
a covariate. These three approaches lead to very similar results.
However, Wang and Maxwell (2015) also indicate that if the trend
in y is actually the result of a trend in x, then including time as a
predictor may obscure this effect. Hence, whether or not to ex-
plicitly account for a trend is an important question, which should
be considered of a theoretical rather than a statistical nature (Wang
& Maxwell, 2015).

Another way in which we may want to extend the model is by
allowing for reciprocal lagged effects between x and y, in combi-
nation with autoregressvive effects for both variables. Such models
are referred to as dynamic panel models in the (micro)economet-
rics literature. They are closely related to the cross-lagged panel
model (Rogosa, 1980), which is a rather popular approach in
disciplines like psychology. However, as pointed out repeatedly,
the latter model does not account for unobserved heterogeneity
(Berry & Willoughby, 2016; Finkel, 1995; Hamaker, Kuiper, &
Grasman, 2015; Liker et al., 1985). There have been several
approaches that combine cross-lagged and autoregressive relation-
ships with components that account for unobserved heterogeneity
in the form of a random intercept, either presented as FE versus RE
modeling (e.g., Allison, 2005; Allison, Williams, & Moral-Benito,
2017; Bianconcini & Bollen, 2018; Bollen & Brand, 2010), or
focusing explicitly on how to separate stable, between-person
differences from temporal, within-person fluctuations (cf. Curran,
Howard, Bainter, Lane, & McGinley, 2013; Curran, Lee, Howard,
Lane, & MacCallum, 2012; Hamaker et al., 2015; McArdle &
Grimm, 2010; Ormel & Schaufeli, 1991).

A thorough discussion of models that combine both trends and
cross-lagged relationships in the context of SEM is provided by

Usami, Murayama, and Hamaker (2019). Because SEM is based
on data in wide-format, these modeling methods are necessarily
limited to relatively small numbers of waves. Recent software
innovations for intensive longitudinal data include dynamic struc-
tural equation modeling (DSEM; Asparouhov et al., 2018) and
residual dynamic structural equation modeling (RDSEM; Asp-
arouhov & Muthén, 2019) in Mplus, and continuous time struc-
tural equation modeling (ctsem; Driver, Oud, & Voelkle, 2017;
Driver & Voelkle, in press) in R. These approaches separate stable
between-person differences and possible trends from the dynamics
of within-person (residual) fluctuations, while also allowing for
random slopes.

In closing, we hope this article has equipped the reader with the
necessary knowledge to navigate and appreciate different strands
of literature on longitudinal data analysis, and to make informed
decisions about which modeling approach to use in practice. While
there may be salient differences in our backgrounds, how we
approach our data, and the way we express our concerns in
different disciplines, we can trust that—in general—we are trying
to solve the same fundamental problems; moreover, our solutions
may in fact be more similar than apparent at first sight.
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